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the Random-Elitist Genetic Algorithm (REGA) is peaged in this
regard. Observing the performance and the effigiené this

algorithm, we code it by the VBA and compare wtik pbther results.
We first test the performance of different crossowgerators for our
algorithm. Next, using a specific example, we examithe

performance of our algorithm. The results indicatieat due to very
good searching; this algorithm has the good perdoce in finding
the optimal solution and reaching the optimum sotutn a very short
time.

Enterprise Resource
Planning selection, Three-
parameter interval grey
numbers, AHP, Shannon
Entropy, Three-parameter
grey interval incidence
degree

1. Introduction

The flow shop included n number of jobs
must be done in m machines with the same
sequences. This problem has been
presented for the first time by Johnson [1].
Within the current years, many researches
have been done on this problem. Ogbu and
Smith [2] and Van Laarhoven and Aarts

[3] used Simulated Annealing (SA) to
solve this problem. The genetic algorithm
is the other one using to solve this problem
[4 and 5]. The original principles of the
Genetic Algorithm (GA) have been
presented by Holland [6] and his
colleagues in the University of Michigan.
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The investigation talevelop the mathematical frame of algorithm ancits application was
continued simultaneously after the rudimentary repesulted in publication of a book |
Holland in 1975 [6].Whereas many parameters are not exact in realgy thust be
considered in a fuzzy state, because of the infleerof many environmental factors,
hardness and impossibility of determining the eXannh. The problem has been ccdered
as a fuzzy state by many articles up to this momdantahon and Stanle[7] and Tsujimura
et al. [8] presented a method for flow shop scheduling probieth fuzzy processing time
KhademiZare and Fakhrzdf] presented a hybrid genetic algorithmstdve flexible flow-
shop problems using fuzzy approach, their goaloisminimize the total job tardines
Sadinezhad and Ghalé&ssad [10] developeda novel fuzzy CDS algorithm in fuzzy flo
shop scheduling by applying the preference ratimept. Laiand Wu[11] applied the virus-
evolutionary genetic algorithms to search for thstlschedule

In this paperwe have presented an algorithm developed from gea&jorithms.The
REGA with the addition of the concept of Eliti andwith more attention 1 better answers
at each step gives thengeeater chance to be selectAnd, with the concept of Random,
avoid falling in local optimum. To show the effioey of this algorithm, we solve ti
problem of afuzzy flow shop. Comparisons indicate this «ithm has a great ability i
finding the optimal solution in a very short tir

Here is presented a summary of this artiA genetic algorithm is described in the sec
part of this article. Application of fuzzy concephd implementinct with the flow shop
problem, ad the method used to compare fuzzy numbers igpied in third section. In tf
fourth section, we explain the proposed REGA atbari Results of the coding algorithm
using VBA, to measure its effectiveness have comthe fifth secon. At the end of thi
article, we have concluded from the previous sesi

2. Ranking of Fuzzy Numbers

In this section we described implementation of fjukzgic in flow shop problem. Fc
more practical flow shop problem in the real word assume e processing time of jobs «
the machines as fuzzy number. For this purposdiave assumed processing time ofi on
the maching as a trapezoidal fuzzy numbea,b,c,d:w). Figure 1shows how to display a
trapezoidal fuzzy number:

X &

e :

FIGURE 1. Trapezoidal fuzzy number (a,b,c,d:w)
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3 A Novel Genetic Algorithm for a Flow Shop Scheduling...

We use “The radius of gyration of an area”, in otteconvert the fuzzy numbea,b,c,d:w)
into crisp number S(A) presentey Deng et al. [12]. In igure 2, we consider an area A, ¢
the element of area dA of coordirs x and y.

A 3

_——

X

]

FIGURE 2. Moment of inertia of an area

The moment of inertia of the area A with respecthi®x axis andy axis are defined ¢
formulas (1) and (2):

=] y* dA (1)
Iy:J'sz dA (2)

In formulas (3) and (4}the radius of gyration of an area A with respedh&x(r,) axis and

y(r,) are shown. The radius of gyration points of thezfunumber A is denoted

(r, (A),1, (A)).

) | 3)
I, =1 A = =,
A

| (4)
I, =r’A = r,= Ky

In Figure 1, the moment of inertia of generalizedpézoidal fuzzy number can
calculated as formulas (5) and

(lx):(lx)1+(|x)2+(|x)3 (5)
() =0 +0,),+0,); (6)
where,

_ o (o2 b-a)w-y)  (b-aw® (7)
()= [ YiAA= [y 2 —rdy =7
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(b —a)’w Lo —a)aw , 20 —a)%aw (8)
4 2 3

(=], x"dA=

And, we can calculatg, ),,(I,),. (I,)s,(1,); same (7) and (8):

_(c-bw”’ 9)
(I x)2 - 3

_(d-cw? (10)
G=p
(1, =@+(c—b)b?w +(c—b)%w (11)
(1), (d —c)’w . (d —c)ciw . (d —c)’cw (12)

12 2 3
So, the radius of gyration of an arkaalculated from (13) and (14):
r (A): (lx)1+(|x)2+(|x)3 (13)
X ((c-b)+(d-a)w)/2
14

”A):J (1) (4)o+ (1) (14)
Y (c-b)+d-a)w)/2

And finally, we use formula (15) for ranking of fznumbers:
S(A)=r,(A)xr, (A) (15)

3. Genetic Algorithm

Charles Darwin’s theory of evolution which was @neted in 1859 [13], assigned a special
place in a case of optimizing problems. The geradgorithm can be called simply a browser
method based on the observation of offspring cheristics related to the sequence
generations and children selection on the basikeoprinciple of survival of the fittest. The
genetic algorithm for the offspring of a generatifihe problem solution in a process)
borrowed the rules of genetic science applying tirewrder to produce offspring with better
characteristic (the closer solutions to the tagjgiroblem). In each generation by means of
selection process proportional to value solutiod #re new offspring (solution) procreation
better approximation derived from final solutiorhig process makes the generation being
more to do with the problem condition. During thasp decades, the genetic algorithm
applied extensively in a wide area of scienceslingaand engineering as some browser and
optimizing tools. The main successful reason usiege algorithms much better than others
is their extensive applicability, readiness fomggsithe simplicity and their general prognosis

[4].
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3.1. Explanation of the REGA

In this section, we explain our REGA. In this alfun, a genetic algorithm is developed,
which it has two special attentions. The first aspd this algorithm is that there is talk of
being elitist. In genetic algorithm, a problem naise during its implementation and that, a
better solution than the previous solution is fouBdt because the choices of new parents are
selected randomly, it is possible that the goodvans, not choice, and eliminated. In this
algorithm, using the concept of elitism, from rerabuf the top answers would prevent each
generation. In every generation, a percentageeofdh answers are entered directly into the
roulette wheel, and with this, we have chosengblation with a higher probability.

The second issue that we apply our own algoritlingvioid falling in local optimum. For
this purpose, in every generation, we create a earob “random permutation” and this
answers, are added to the solution in selectiongs With this action, the chance to give
these answers, to be selected in a roulette whneklv@ have also studied a larger solution
space, and we reduce the probability of fallindacal optimum. We have to decrease the
random rate in proportional to the number of praligenerations as follow:

R =R —ax— (16)
=

t is a symbol applied to indicate the number of pazal generations until thef,shows the
maximum number of generatiors, indicates the random rate in each generatiRy,

specifies the fixed and constant value used to sthewmaximum possibility of random rate

and « is a parameter which defines the random rate.réttimakes the random rate to be

applied with great potential (most likely to be heg) and the searching spaces to be
extended too. Pseudo-code of proposed REGA algoigipresented in the following:

1. Specify the initial parametersM( N, Population number, Generation number,

Crossover rate, Mutation rate, Elitist rate, Randats,o, K)

Calculate Elitist number (Elitist number = Elitistte * population number)

Determine the fuzzy processing time for each joleach machine

Determine the initial population

Calculate the fitness for each sequence

Roulette wheel

Crossover (1-PMX 2-CX 3-OX 4-Uniform)

Mutation

Calculate the number of random number (Random numberRandom rate *

Population number)

10.Creating the sequences of random (At this stagwder to creating new sequences,
randomly generate some new sequences)

11.Collection of the total population (Total populatie Parent population + Crossover
population + Mutation population + Random popula}io

12. Calculate the fitness for total population

13. Select the new population (New population = Elifispulation + Total population)

©oNOOOA WD
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14.Reduce the random rate (Random rate = Random rat& tT))
15.Reduce the mutation rate (Mutation rate = Mutatite — K * t/T))
16.1f End condition is reached, End program,

Else, GO to5.

3.2. Elitism

The elitism in single-purpose genetic algorithnois€opy a number of best solutions to the
next generation with no change, observing in eaws @opulation. Using the elitism leads to
no decrease in the fitness of the best chromosamtes sequence generations. The elitism is
effective in convergence to global optimum. The &enimplement, GENITOR, presented
by Whitley [14] is an elitist genetic algorithm imhich each offspring enters to parent’s
population. The produced offspring replaces bywest members of population. The CHC
algorithm [15] is another form of the elitist algbm which selectdN better solutions from
the 2N member of population composed of parents and wffigpThe NSGA-II and SPEA
methods have been presented by Deb, et al. [18]Zdrnler and Thiele [17] respectively.

As mentioned before there are various procedurefraiesmit a number of superior
chromosomes to the next generation. A chromosomdedransmitted from each generation
to the next ones as a best chromosome in thisde@aactically, there is no time for it to
combine with other chromosomes creating some daitddutions. In another procedure, it is
possible to transmit the whole superior solutioasthie next generations which lead to
decrease in a number of new solutions being pratluwgthin the evolutionary process. This
operation, practically, slows the access to optinamutions makes them trap into the local
optimum. The proper procedure we have used indtisle is a facet between these two
strategies leading t® (p=Elitist rate) percent transmission from superiorotnosomes to the
next generatiorP parameter indicates the selection pressure ddtedperator.

3.3. Selection

The chromosomes which are selected by initial petjan to reproduction called parents.
The selection is a process applied to choose eadnpof population in order to crossover
operation. The purpose of this selection is to cledwoetter parents leads to produce offspring
with high propriety. The selection specifies how delect the parents. On the basis of
“Darwin evolutionary theory”, the best ones mustéianore chance to reproduction and
survival. “The pressure of selection” procedure nieg the attention degree toward the
better parent selection defined by Goldberg and Deli991 [18]. The high selection
pressure leads to more emphasis on the parentieal@t order to choose ones with more
worthiness or qualification. About the various séilen methods have been discussed in
Goldberg and Deb [18], Back [19] books. In our aitjon, we use the Roulette Wheel to
select parents.

3.4. Crossover

When two children belong to the members of one ggioe are chose on the base of their
proprieties within the selection process, they Wwél allowed to reproduction and producing
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7 A Novel Genetic Algorithm for a Flow Shop Scheduling...

new children. The connection betweenents and the production of next generation is
by means of crossover operator. We have used fffereht crossovers in this respect. 1
PMX, OX, CX methods which has been presented byl [4] been compared with e
other in Oliver et al. [20pook. Another method is Uniform crossover preseime8yswerde
article [21].

3.5. Mutation

Mutation, in the nature, is a process in which & pagene changes randomly. Brows
to find the better solutions among the current otiescrossover opera has been applied in
this regard. But the mutation operator consideredraassistant to help the searching pro
related to solution space. The population varietigsbe maintained by mutation and a n
genetic structure produced in population byans of some changes taking place in sorr
the genes randomly. Maintaining the population etégs, the mutation operator preve
algorithm from falling in the local optimum. Accang) to Goldberg [4] in each generatic
we have to decrease the posity of mutation in proportional to the number ofoduced
generations as formula (17):

P,=P,-K,, x_ItT (17)

P. Indicates the mutation rate in eageneratiorP; specifies the fixed and constantue
used to show the maximum rate of mutation K is a parameter that defines the ratic

mutation rate. It makes the mutation to be applgtth great potential (most likely to &
applied) and the searching spaces to be extitoo. The mutation rate, then, decreases
searching process centralized in some part of ithging results. The convergence sp
increases contrary to mutation rate. Michalewic®] [Ras presented the other mutai
methods. For the mutation opera, we have selected the interchanging method in
algorithm. As such that two genes selected randosualystituted for each other, if tv
changes are going to do in this res (FIGURE 3):

Parent(1) 3 4 6 2 1 5 —p Offspring (1) 1 46235

FIGURE 3.Mutation operation

4. Computational Results

In this paper, in order to perform various experiments, emwparison with results fro
other papers and to measure the efficiency of tB&R algorithm, we coded it in VBA. W
run our algorithm in Intel T6570, 2.1 GHz with 2 GBAM. In Example ;, we nhow examine
the four crossover operators presented in the abbeesolve this problem, we use t
methods of PMX, OX, CX and Uniform fca crossover operator. In order to compare
performance of these operators, we use the exammationed in Kalczynski ar
Kambuowski [23]. In the example mentioned in their @dia flow shop problem has cot
in crisp state. This example consists of six jollsich is performed on the three machir
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Optimal sequence unique for this problem is (3,9, 2, 1)which has the nkespan=425. In
Table 1, processing time of jobs on the machings/en

TABLE 1. Processing time of jobs on machines

Jobs Machine : Machine 2 Machine 3
J1 19 46 65
J2 44 63 12
J3 85 56 98
J4 59 68 25
J5 87 66 53
J6 51 4 63

In this example, irorder to be more visible the impact of crossovegrafor, we assume
Random rate=0 and Elitist rate=0.05. For each on@® operator, we assumed Crosso
rate[0.05, 1] and for each rate, we repeated tiperaxent 20 times, and we consider tt
avera@ as output. The results show that the crossoverbetween [0.4, 0.6] creates be
result. Also The OX operator creates better ansiers other operators. We have used
operator for the next experiments. Res of this example are shown in Fre 4.

440

e DMK
=i=0X
==le=TTniform
420 CX

Makespan

SR R
= L=1

0.95
0.9
0.85
0.8
0.75
0.7
0.65
0.35
0.3
0.25
02
0.15
0.1
0.05

Crossover rate

FIGURE 4. Comparison of crossover operators

In order to find the appropriate parameters forning algorithm, we performed vario
experiments with the different parame. For this purpose we tested these values: mut
rate=[0.1, 0.9], Etist rate=[0.05, 0.5], Random rate=[0.1, 0k=[0.1, 0.9],¢=[0.1, 0.9] and
Generation number=[10, 3(. For each parameter, we repeated the experimeniffomes
and their average was considered as the outputreBuéts of these experiments arown in
Figure 5.

According to the results of these experimentspfitemum parameters obtained in this w
Population=70, Crossover rate=0.5, Mutation rate=&=0.5, Elitist rate=0.11, Randc
rate=0.6,0=0.7, Generation number=2!

In Example 2, to mesure the speed of our algorithm, we use the examplee article by
Lai and Wu [11]Processing time of bs on the machines is shown iable 2
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9 A Novel Genetic Algorithm for a Flow Shop Scheduling...

445 445
= 440 £ 440
= 435 g 435
2 430 2 130
5 475 = 05
420 T T T 1 420 T T T T 1
0 02 04 0.6 0 100 200 300 400
Elitist rate Generation number
436 430
= 434 = 420
L4 o
4 &
i =
= 423 - 427
* 426 = 426
434 4 T T T T 1 425 T ' J J I 1
0 0.2 0.4 06 08 1 0 02 0.4 0.6 08 1
Random rate a
436 430
= 434 = 420
2 432 = 428
£ 430 £ 4
= 428 = 426
" 426 = 45
424 . . . . 3 424 + T T T T 1
0 02 0.4 0.6 08 1 0 02 0.4 0.6 0.8 1
Mutation rate K

FIGURES. Results of experiments

To make a proper comparison, we put REGA algorifremameters as paramrs of the
algorithm proposed by Lai and Wu and just addedstiexific parameters of our algorith
Algorithm results of Lai and Wu are shownTable 3 and the result tfie REGA is shown
in Table 4. The results show that the algorithm runtimeg is reuced.

Fuzzy makespan for all the above sequences i1s1883,86,232). Some other of optin
sequence, withthe same makespan is shown iable 5, which was achieved in t
implementation of this algorithi

TABLE 2. Fuzzy processing times

Jobs Machine 1 Machine 2 Machine !
J1i (6,7,7,13) (8,11, 11, 15) (5,9,09, 18
J2 (14, 18, 18, 22) (24, 25, 25, 26) (6, 15, 15, 23)
J3 (15, 20, 20, 23) (18, 26, 26, 28) (8, 14, 14,
J4 (4,8,8,11) (8,99 12 (18, 25, 25, 29)
J5 (9,13, 13,17) (7, 10, 10, 12) (10, 13,13, 1¢
J6 (6,7,7,11) (6,99, 13) (12, 16, 16, 23)
J7 (17, 22, 22, 28) (3,9,9, 14) (26, 29, 29, 3(
J8 (20, 25, 25, 26) (16,19, 19,22) (14,17,17,18)
J9 (6, 10, 10, 13) (21, 27, 27, 28) (5,8,8,9
J10 (19, 21, 21, 26) (18,23,23,27) (10,11, 11, 15)
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Pop. Cross. Max. Immigration CPU
Exp. size rate gen. rate Opt. schedule time
(41 1! 6! 91 7! 2! 5!
1 35 0.55 60 0.35 3, 8, 10) 90.938
(41 6! 1! 91 7! 2! 5!
2 40 0.6 70 0.3 3, 8, 10)
(4,9,6,1,7,2,5, 121.906
3 45 0.65 80 0.25 3, 8, 10) 154.766
(6,4,9,5,3,1,7, 194.250
4 50 0.7 a0 0.2
2,8,10) 234.922
(1l 4! 6! 91 7’ 2! 5!
5 55 0.75 100 0.15 3, 8, 10)
(11 4! 6! 91 5! 2! 7!
6 60 0.8 110 0.1 3, 8, 10) 282.531
TABLE 4. CPU time for the REGA
5 & o 86 § £
E By é% ER %% . 88 o Zg @ Optimal  CPU
] 2o &8 C é g 5 Z § = o= £ schedule  time
< () ) s
n [a O o]
(41 11 61 91
1 35 0.55 60 05 05 06 07 011 76.95 7,2,5,3, 8.38
8, 10)
(41 61 11 91
2 40 0.6 70 0.5 0.5 06 07 011 7695 7,253, 10.02
8, 10)
(41 91 61 11
3 45 0.65 80 05 05 06 07 011 76.95 7,2,5,3, 1343
8, 10)
(61 41 9| 51
4 50 0.7 90 0.5 05 06 07 011 7695 3,1,7,2, 15.93
8, 10)
(11 41 61 91
5 55 0.75 100 05 05 06 07 011 7695 7,2,5,3, 18.49
8, 10)
(11 41 6| 91
6 60 0.8 110 0.5 0.5 06 07 011 7695 5,27,3, 21.88
8, 10)
TABLE 5. Result of the REGA for other sequences
c < Y
] o o] c
£ o BQ £ E =0 § o Bo g _ :
5 S 3 Xg =8 ¥ 28 s ET® = Optimal schedule  CPU time
o a (7] 8 - 8 5 = % = T T
Ll>j ch O = N = 4
1 70 05 200 05 05 06 07 011 7695 %% 91’(‘;3)' 372 3503
> 70 05 200 05 05 06 07 011 7695 &b 4’85'18') 372 35
3 70 0.5 200 05 05 06 07 011 76.9 6. 4, 9é 1]’_5))' 372 37.44
4 70 0.5 200 05 05 06 07 011 76.95 (1.6,4,9,5273, 36.50

8, 10)
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11 A Novel Genetic Algorithm for a Flow Shop Scheduling...

5. Conclusion

In this paper we solveda flow shop scheduling mwoblin order to increase the efficiency
and more applicable to the reality, we considercgssing time of jobs on machines as a
trapezoidal fuzzy numbers. We have presented ageswtic algorithm to solve this problem.
In the REGA, by using elitism feature, gives a tgeahance of selection for better solutions
in each generation, and by using random featureidavfrom falling in local optimum. In
order to evaluate the efficiency of proposed atham we coded it in VBA. We first
examined the effects of different crossover opesatim reaching to optimum solution. For
this purpose we used an example that we know teevem The results show that the OX
operator creates a better answer for the REGAwWS8ayse it to evaluate the performance of
our algorithm compared with the solutions Lai andu W11]. The results of the
implementation of this algorithm show the REGA lgasat ability in finding the optimum
solution in very short time. In this paper, we ddes the problem in the single objective that
it can be used for multi-objective. Also, this REGANn be used in solving other scheduling
problems.
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