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ABSTRACT

Fuzzy  multi-objective  zero-one linear  programming

Received (FMOZOLP) has many applications in various fieldgts as
January 31, 2012 assembly line balancing, assignment, project plioti&election
Revised and maximal covering location problems. In many thé
May 15, 2012 existing methods for solving FMOZOLP problems, menship
Accepted: degree of different points of a fuzzy number is cartsidered or

June 10, 2012 by performing a-cut, points with membership function more

than or equal t@, are included in calculations. However ,even
Keywords. in this case, membership degree of these pointahasfect on
Fuzzy mathematical optimal solution. In this paper, in addition to nifgohg defects
programming, Multi-objective and failures of Yu and Li method [1] in solving fyzzero-one
zero-one linear programming, linear programming problems, we develop a novelr@ggh to
Membership function, Fuzzy solve FMOZOLP problems considering membership degrife
constraint, Project portfolio coefficients. Finally, an illustrative example fahe project
selection portfolio selection is included to compare resauli$ained by the
proposed approach with results obtained by therothezy
methods.

1. Introduction

Mathematical programming problems with fuzzy data ane of the interested topics in
operation research. Fuzzy mathematical programémgbe classified into three categories.
The first category was initially developed by Bedlmand Zadeh[2], Tanaka et al.[3]and
Zimmermann[4]. It treats decision making problendemfuzzy goals and constraints. The
fuzzy goals and constraints represent the flexybdf the target values of objective functions
and the elasticity of constraints. From this pahtview, this type of fuzzy mathematical
programming is called thiéexible programmind5]. Numerous papers were devoted to the
development of this method. Many of them were oxsved by Zimmermann [6].

The second category in fuzzy mathematical programgnhieats ambiguous coefficients of
objective functions and constraints but does re#tttfuzzy goals and constraints. Dubois and
Prade [7] treated systems of linear equations wittbiguous coefficients suggesting the
possible application to fuzzy mathematical prograngor the first time. Some years later,
Tanaka et al. [8], Orlovski [9] and Ramik and RirekRn[10] independently proposed
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treatments of linear programming problems with fuzoefficients. Since then, many
approaches to such kinds of problems have beerapeee Since the fuzzy coefficients can
be regarded as possibility distributions on coédfit values, this type of fuzzy mathematical
programming is usually called tipessibilistic programmingp].

The last type of fuzzy mathematical programmingtseambiguous coefficients as well as
vague decision maker's preference. Negoita el d].\ere the first who formulated this type
of fuzzy linear programming problem. In this modék vague decision maker’s preference
is represented by a fuzzy satisfactory region arfidzay function value is required to be
included in the given fuzzy satisfactory region.cbmtrast to the flexible programming, this
fuzzy mathematical programming is called tbhbust programming5s].

There are several methods in the literature fowvisgl fuzzy multi-objective linear
programming (FMOLP) models [12-16]. In such prolderonverted to a crisp model, fuzzy
model is optimized by usual techniques [15]. Amatigm, the fuzzy programming
approaches are being increasingly applied. The mduantage of fuzzy approaches is that
they are capable of measuring the satisfactione#egf each objective function explicitly.
This issue can help the decision maker to makénisefihal decision by choosing a preferred
efficient solution according to the satisfactiongaee and preference of each objective
function [15]. Zimmermann developed the first fuagproach for solving a multi-objective
linear programming (MOLP) called max—min approatfi]] but it is well known that the
solution yielded by max—min operator might not lméque nor efficient [12,13]. Therefore,
after that several methods were proposed to rerttiseleficiency. Of particular interest, Lai
and Hwang [12] developed the augmented max—minoagpr (LH method), Selim and
Ozkarahan [14] presented a modified version of \&esmapproach (MW method), and Li et
al. [13] proposed a two-phase fuzzy approach (LAthad)[15].

Fuzzy zero-one linear programming (FZOLP) probldmase important role in operation
research and management science, especially ignassnt [18], assembly line balancing
[19], maximal covering location, candidates setatttases [20,21] and etc problems. Many
methods have been presented to solve FZOLP prob[éBis15, 22-25]. Most of the
proposed methods usecut technique to solve FZOLP problems that requiegative
processes or utilize arithmetic operations thatiireggedious computation. Moreover, most of
them can solve only problems with fuzzy coefficgemt objective function or fuzzy numbers
in the right-hand side of constrains. Yu and Li,ngidering membership degree of
coefficients, presented an interesting method beesbZOLP problems [1]. Existing method
except Yu and Li method, do not consider member&hiption of fuzzy coefficients in their
calculations. In other words, fuzzy linear prograimgn problem are solved without
considering membership degree of points includeflimay numbers that causes concept of
membership degree to be ignored in fuzzy numbensilé/None of the main differences
between fuzzy and crisp numbers is the value of begship degree of points. Modifying Yu
and Li method for solving FZOLP problems, this papeesents a novel approach to solve
FMOZOLP problems that can solve a FMOZOLP probleith iuzzy coefficients in the
objective function, fuzzy coefficients in the calagt matrix, and fuzzy numbers in the right-
hand side of constraints.
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The remainder of this paper is organized as folloB8extion2 explains Yu and Li method.
Defects and failures of Yu and Li method and thlemirrection methods are described in
section 3. In section4, we develop a novel appréadolve FMOZOLP problems. Section 5
presents a numerical example in order to compaetbposed method with MW, LH and
LZL fuzzy methods. Finally, conclusion and futuesearch directions are drawn in section 6.

2. Description of Yu and Li method

Consider linear programming model (1) that its otwe function coefficients, coefficients in
the constraint matrix and right-hand side valuestaangular fuzzy numbers.

maxz = ¥, fjx;

s.t. (2)
n

qux]SEl i=12,...,m

j=1

xj €0 0r 1 j=12,..,n

Yu and Li [1] presented an interesting algorithmstave this problem (hereafter the YL
method). They first presented and proved the falgwive propositions.

M(Cj ) &

1

C cjm C

Figure 1. A triangular membership function.

Proposition 1. Letu(c;)be a triangular membership function of a fuzzy egluas depicted
in Fig. 1, Wherec]-L, ¢j" and; are, respectively, the possible lowest numberdtaidumber,
m

and highest numbat,;ancsy;are the slopes of line segments betwﬁém} and ¢/, ¢;",
respectively[1]. So we have:



45 A novel approach for solving fuzzy multi-objectzeeo-one linear...

—L 2)
]
Thereforeu(c;) can be expressed as equation (3).
u(e) = u(ef) +s1i( = ) + =52 (g = [ + ¢ = ) (3)
Proposition 2: Consider model (4)

maxz =—(|f(x) —gl+f(x) —g)
S.t
x€EF (4

where, F is a feasible set and g is a given nomtnegconstant. Model (4) can be written as
model (5) which is a linear model [1].

maxz = =2(f(x) —g+d)
S.t.

f(x)—g+d=0

x€F

d>0 (5

Proposition 3: An optimal solution for model (6) is the solutithrat maximizes of model (7).

n n
max z = (Z Cj Xj, Z u(c))
j=1 j=1

s.t.
C]'EF, CjZO (6)

Where,Wj+ = |1/SL].| andV;” = |1/5Rj|are the inverse of slopes as depicted in Figudd.1 [
n n

max z = Z cjxj — Z(Wf’ 5" +wj6)
j=1 j=1

S.t.

uig) =8 +67 =1
CjEF , CJZO (7)
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Proposition 4. Consider zero-one linear programming model (8),

maxz = cx
S.t.
Xeo-1
c=0 (8

This model is equal to model (9), wheyes cx.

maxz =y
s.t.
y<c+M(1-x)
y < Mx
xe0—-1

c=0 (9

where, M is a big value [1].

Proposition 5 Consider zero-one linear programming model (10),

minz = cx
Ss.t.
xe0—-1
c=>0 (10)

This model is equal to model (11), wheyes cx.

minz =y

s.t.
y=2c+Mkx-—-1)
y=>0,c=>0 (11)
xe0—-1

where, M is a big value [1].
Then using these propositions, model (1) first agverted to crisp multi-objective linear
programming model (12) and then solved through goagramming model (13) which is
weighted by decision maker (DM).

n

maxz; = erx]-

j=1
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minz, = Zu(r]
mMQ_ZE}@J

]11

m%h=2ﬂ%ﬂ@

s.t
n
ch’jx]'Sbl’ = 1,2,...,m
j=1
xj €0 or1 j=12,..,n

Consideringy; = r;x; andz;; = ¢;;x; fori = 1,2,...,m andj = 1,2, ..., n.

n n
maxz=2y]-—2(w 85+ w6
j=1 j=1

n m m
—Z Z Bij (Whi6&; + weiida;) — Z Ai Wpi6p; — Wpi6p1)

j=11i=1 i=1
ulr) =64 +6;=1 j=12,..,n
u(cij) — 6%+ 65, = j=12..n i=12,..,m
(b)—6m+6bi—1 i=12,..,m
2i-12ij < b; i=12,..,m (13)
1 +dj = grj j=12,..,n
Cij + dCl] = ga] ] = 1,2, ., n i = 1,2, e, m
b; +dp;i = gpi i=12,..,m
yi <1+ M(1-x) j=12,..,n
Vi < My; j=12,..,
zij < ¢ij + M(1 —x;) i=1.2,.., i=1.2,..,m
Zij < My j=12,..,n i=12,..,m
xj €0 or1 j=12,..,
Vi, Zij,¢j = 0 j=12,..,n

where, the weightzs;’j andv,; are equal to inverse of line slopes of fuzzy nursbef

objective function coefficients, the Weigw(;s]- andw;; to inverse of line slopes of fuzzy
number of constraints coefficients and the weigljtsandw;; to inverse of line slopes of
fuzzy number of right-hand side of constraints.and g;; are trade off weights adjusting
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among the expected goal, the possible right-hashel walues and the possible coefficients of
decision variables in th& iconstraint [1].

3. Failuresof YL method and the correction methods

Failures of YL method include:
1. In this method, both positive and negative deviaiof membership degree of fuzzy
coefficients are minimized from one, that is:

minz=Z(W 85+ w6

n m m
+Z Z Bij (Whi6& + weioa;) + Z Ai Wpi8p; — Wpi6p1)

j=1i=1 im1
s.t.  (14)
,u(r]) 55 +6, = j=12,..,n
M(Cij) - 5Cij + 56‘—1] =1 ] = 1'2' -, n i = 1,2, e, m
ﬂ(bl) - 6;1 + 6b_l =1 i= 1,2, e, m

But it should be noted that value of membershipctiom of each fuzzy number should be
between zero and on@® < u(r;) < 1,0 < u(b;) < 1,0 < u(c;j) < 1), and it should never
exceed one, so only their negative deviation shbaldhinimized from one. Therefore, in this
model, one additional variable is considered fochetuzzy number. So, aK;'variabIes
should be deleted from the model. That is, mod@) ghould be changed into model(15).

minz = Z Wr] 6r} + Z Z .Bl] (W01]6c1]) + Z A (Wbl6bl

j=1i=
s.t. (15)
u(r)+6;=1 j=12,..,n
u(ey) +65;=1 j=12,..,n i=12,..,m
u(by) + 685 =1 i=12..,m

2. By deIetingvaariables from model (14), their weighting methadtiaf isw+ =

|1/SL]|and/v‘ |1/5R |) could not be justified and could be correctedegsation
(16).

wi = Vs + [Vses| 00)
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That indeed indicates that each fuzzy number whaha bigger spread, would be allocated
more weight in objective function in order to dexse uncertainty and increase the possibility
of bringing membership degree of that fuzzy nundiese to one.

3. In order to understand the third failure, ithstter to consider example (1) which is
presented in their paper as example (3).

Example 1. The board of directors of a large manufacturingnfiis considering the
investment project illustrated in the following l@bThe board wishes to maximize the total
expected return and investment around the availatteial budget. Five projects are being
considered for execution over the next three yeduite the expected return for each project
naturally is uncertain. The return, available furaisd required yearly investments (in
millions dollars) are displayed in Table 1 [1].

Table 1. Available investment information

Proi ect Investments for Ret

rorea Year 1 Year 2 Year 3 urns
1 6 2 (7,8,9) (18,5,20,23)
2 5 8 (9,10,11) (38,40,41,5)
3 3 10 (2,5,3,3,5) (19,20,21,5)
4 7 5 (1,5,2,2,5) (13,8,15,16,3)
5 9 7 (9,10,11) (28,2,30,34,5)
Availablefunds  (22,25,27) (22,25,27) (22,25,27)

The decision problem can be formalized as modél (17
maxz = flxl + fzxz + f3x3 + f4x4 + foS

s.t.

641+ 5xp + 343 + 74+ 9ys < by

2,1+ 8,, + 10,3 4+ 5,4+ 7,5 < b, (17)
A13X1 + Ay3Xy + Q33X3 + Gy3Xy + Ag3X5 < 53
X1,X2,X3,X4,Xs €E0—1

Where the binary variabtg represent théhjproject,j =12,..,5.
Based on YL method, fuzzy model (17) is finally gerted to crisp goal programming model
(18).

maxz =7vy; +y, +ys + v, +ys — 1,56{ — 367 — 265
—1,565 — 163 — 1,585 — 1,267 — 1,36; — 1,857
L4585 — 30,88 — 20,65 — 34,87 — 24,85 —
34308 — 22385 — P13613 — P13013 — P23033 — B23023
—0,5633053 — 0,5B33033 — 0,5B43843 — 0,5B43643
_,35355+3 — Bs3053
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S.t.
241+ 84 +10,3+ 5,4+ 7, < b,
Y1z + Y23 + Y33 + Vaz + Ys3 < b3

—0,3333r; —d, + 7,66605 — & +6; =1

—0,6667r, — 1,1667d, + 27,6668 — 65 + 6, =1
—0,6667r; — 1,6667d; + 14,334 — 65 + 65 =1
—0,7692r, — 1,6026d, + 12,5385 -6 + 6, =1
—0,2222r5 — 0,7778ds + 7,6667 — 65 + 65 =1
—0,49997b, — 0,8333d, + 13,4992 — 6 + 65 =1
—0,49997b, — 0,8333d, + 13,4992 — 6+ + 67 = 1 (18)
—0,49997b; — 0,8333dg + 13,4992 — 85 + 65 = 1
rn+d; =20, rn,+d, =40, r3 +d; =20

r+d4 =15, r5+ds = 30, re +dg = 25

r, +d;, =225, rg+dg =25,
—ay3—2de+9 -6 +63=1
—Qy3 —2d1g+ 11 =65 +65 =1
—2a33—4d;1+7 - 65+ 655 =1
—2043 —4d, +5—-65+65 =1
—as3 —2d3+ 11 =65 + 65 =1
yi<rn+M(A—-x;)

Yo <1y + M(1—xy)

Y3 <13+ M1 —x3)

Vo <1y +M(1—x,)

Vs <15+ M(1— x5)

Vi3 < a3+ M(1—x4)

V23 < A3 + M(1—x3)

V33 < agz + M(1— x3)

Vaz < Quz + M(1 — x4)

Vs3 < asz + M(1 — xs5)
X1,X9,X3,X4,Xs E0—1

a3 +dg =8
az3 +dqio =10
azz +dy1 =3
Ayz +dip = 2
asz +dq3 =10

4 yl < M(xl)

V2 < M(x,)
V3 < M(x3)
Va < M(xy)
ys < M(xs)
Vi3 < M(xq)
V23 < M(x3)
V23 < M(x3)
Vaz < M(xy)s
Ys3 < M(xs)

Considering all; angs;;equal to one, Yu and Li solved this problem by LI8Boftware and
presented the following answer in their paper [1].

(x1, X2, X3, X4, X5, b1, b3, b3, Q13, A33, A33, As3, As3)

= (1,1,1,0,1,25,27,25,8,10,3,2,10)

Substituting obtained answer in the third constrairmodel (17), we see that:

8(1) + 10(1) + 3(1) + 2(0) + 10(1) = 31 £ 25
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Now this question arises that what was the fauliviich obtained answer does not satisfy
this constraint?
Answer is the errors in writing constraints (19 )altows:

Vis < a3 + M(1 —xq) , o Y13 < M(xq)
V23 < ap3 + M(1 — x3) , Y23 < M(xp)
V33 < azz + M(1—x3) , Y33 < M(x3) (19)
Vaz < Q43 + M(1 — x4) » o Yaz < M(xy)
Vs3 < asz + M(1 — xs5) , Y53 < M(xs)

In order to obtain correct answer, these conssaauuld be modified by the following
methods.

Method 1: Using constraints (20) instead of constraints.(19)

Vi3 = a3+ M(x; — 1) ’ Y1320
V23 = Ap3 + M(x, — 1) ) V2320
V33 = azz + M(x3 — 1) ) y33 = 0 (20)
Vaz = Q43 + M(x, — 1) ) Yaz 20
Vs3 = sz + M(xs — 1) ) V53 20

But combining with poly nominalf;36;5 — B13613 — B23033 — B23023 — 0,5P33635 —
0,5B33033 — 0,5B43645 — 0,5B436843 — Bs30a5 — Ps30s3,in max objective function, these
constraints lead to correct answer. So, if in ébjam these variables are not considered in
objective function, solving that problem will yieldrong answers.

Method 2: In order for our model to obtain correct answethaut any doubt and not
considering objective function, we should use c@msts set (21) instead of constraints set
(29) in formulizing the problem.

Yiz=a3—MA—-x) , y<M(x)
Vs = A —MA—x) , y<M(xp)
Viz=azz— M1 —x3) , y<M(xs3)
Vaz = Qg3 — M1 —x,) , ¥y < M(xy)
Ysz=as3— M1 —x5) , y<M(s) (21)
Yiz=a3—MA—-x) , y<M(x)
Vis= a3 —MA—x1) , y<M(x)
Yiz=a3—MA—-x) , y<M(x)
Yis= a3 —MA—x) , y<M(x)
Yiz=a3—MA—-x) , y<M(x)

Vi3 < a3+ M(1 —x;)
Va3 < a3 + M(1 —x3)
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V33 < azz + M(1—x3)
Vaz < Q43 + M(1 — x4)
Vs3 < as3 + M(1 — xs)

In conclusion, based on the presented suggesBaample (1) is formulated as model (22).

maxz =y; +y, +y3 +y, +ys —4,56; — 3,565
2,585 — 2,567 — 6,385 — 51,65 — 51,87 — 51585
—213013 — 223623 — 33033 — Pa30a3 — 2Ps3053  (22)

s.t.
6x1 + 5% + 3x3 + 7x4 + 9x5 < by

Solving this problem by LINDO software obtains tb#owing answer:

(x1, X2, X3, X4, X5, by, b3, b3, Q13, A33, A33, As3, As3)
= (1,1,1,0,1,25,27,25,8,10,3,2,10)

As it is seen, this solution in addition to maximg objective function satisfies all problem
constraints.

4. The proposed approach for solving FMOZOLP problems

Consider model (23) which is a bi-objective zer@dinear programming model with fuzzy
coefficients in the objective functions, fuzzy dogénts in the constraint matrix, and fuzzy
numbers in right-hand side of constraints. We arpthe proposed solving approach by
model (23) that could be generalized to solve FMQE@roblems.

n
maxz, = Zf]-x]-
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First we turn model (23) into multi-objective limeprogramming model (24) with certain
coefficients, according to YL modified method whickas explained in section 3.
Considering; = 7jx; ,z; = d;x; andp; = c;x;for=1,2,...,n, we obtain model (25).

n
maxz; = Zr]

Tl
minz, = Z d; x;
max z; = Zu(‘rj)

j=1

n
max z, = z u(d;)
j=1

(24)

n
maxzs = Z u(c;)
j=1

maxz, = u(b)

72}
—

INgER

ij]' Sb
j=1
xi€0orl j=12,..,n

Membership function of a fuzzy number is a scaks laumber between zero and one.
Therefore, objectives which are sum of membershipction of fuzzy numbers such
avs,Z,, Zs andZ, objectives in model (25) are scale less.

n
maxz; = Z Yj
minz, = Z

S
max z; = Z,u(r]

max z, = Z u(d;)
j=1

(25)
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n
max zZs = z u(c;)
j=1
max zg = U(b)

S.t.

n
Z pj <b
j=1

xj €0 or1 j=12,..,n

But other objectives could have different unitsc{s@asZ,and Z,objectives). So in the first
stage we should make them scale less. To this weduse fuzzy method and obtain
membership functions df;andZ,. Then, we determine the positive ideal solutidPs) and
negative ideal solutions (NIS) fd@; andZ, objective functions by solving the corresponding
zero-one linear programming model as follow [13, 15

n n
PIS _ NIS _ ;i
Z —maxz:y]-Z1 —manyj
o =

j=1
n n
2515 = mlnz Z]' Zé\”S = maxzzj
j=1 ]:1
s.t. (26)
n
ij <b
j=1
xj €0 or 1 j=12,..,n
(1 if Z, > Z{”S\l
—Zl _ ZiVIS ] NIS PIS
Uy (Zy) =4 Zfls _ Z{WS if i< Z,<Z3 }
0 if 7, < Zf”SJ
\
(27)
(1 if Z, < 7P
—Zé\”s _ Zz 1 PIS NIS
Wy (Z) = { ZN1S — 7P75 if 788 < 7, < 7)
0 if AL |
) )

Then, linear membership function of each objechivection is obtained from equations (27),
which are depicted in Figure 2.
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n.(Zy)

o =
|
|
|

\
|
|
|
|
|

y

v

Figure 2. Linear membership functions fqorahd 2
So we have:

max Z = 6,u,(Z;) + 0;p42(Z2)

n n n
— 165 Zwrj 6+ 942de6gj + 05 ZWC]-5C_]- + 0wy, 6y

j=1 j=1 j=1
s.t.
n
:E:ZU <b
j=1
u(r)+6;=1 j=12,..,n
u(d))+65=1 j=12,..,n
u(e)+6;5=1 j=12,..,n
u(b) + 6, =1 (28)
1 +dj = grj j=12,..,n
dj +da; = ga; j=12,..,n
¢j+dy =9 j=12,..,n

b +'db = 9p
yi<ri+M(l-x) j=12..,n

zz2dj-M(1-x) j=12.,n
z<di+M(1-x) j=12.,n

zi <Mxjj=12,..,n
pj=¢—-M(1-x) j=12.,n
pi<c+M(1-x) j=12,.,n
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pj < Mx;j = 1,2,..,n
xi€0 or 1 j=12,..,n
}’j;Zj;Pj:Tj; d]; Cj = 0 ] = 1,2, e, n

where,w,; = |1/5Lj| + |1/5Rj|for each fuzzy number afigare weights which are used by

DMs, considering the importance of objectives asdoriorities for making balance between
objectives and could have a value between 0 asd that9; + 6, + -+ 65 = 1.

Optimal solution of model (28) is an efficient stdun for model (23).The proposed approach
(hereafter the AS method) is actually a hybridmatof the modified YL method and LZL
method.

5. Numerical example

In this section, we present an example of projeottfglio selection problem in
pharmaceutical industry (modified from [21]), irder to compare the performance of the AS
approach with LZL, LH and MW fuzzy methods. In aaphaceutical company, 20 R&D
projects are candidates. Table (2) shows the wmnedevelopment costs, R&D staffs
required, and the fuzzy project values for the canypin result of implementation of each
R&D projects as triangular fuzzy numbers. The pref capacity of R&D staff is (in
working days) (1916, 2376, 2836). Moreover, 20 Rgidjects can be classified into three
strategic types: new drug(= 13,14,16,17,18,19,20), derivates of existing drugs{=
5,6,8,9,10,15), and incremental improvement to existing drugs< 1,2,3,4,7,11,12).
Company wants to select at least 3 projects;pfdgects, at least 2 projects of, fojects
and at least 2 projects of Projects. Company aims to select a proper pootfofi R&D
projects which in addition to producing the maximualue for company, has the minimum
cost.

General model of this problem is as follows:

20

maxZ; = z DjXx;

j=1
20
minZ, = Z Cjx;
j=1
S.t.

20
j=1

X1+ Xy + X3+ X4+ X7+ X1 +X1222
X5+ Xg + Xg + Xg + X109 + X15 = 2
X13 + X14 + X16 + X17 + X1g + X19 + X350 = 3
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xi€0 or 1 j=12,..,20

LZL, LH and MW fuzzy methods for solving FMOLP pieins are briefly presented in
appendix A.

Table 2.Fuzzy development costs, required humasures, and project values for 20 candidate

projects

T e gty Fuzeyprject value()
1 (53,2,62,71,8) (115,4,128,140,6) (3,15,27)

2 (83,05,98,112,95) (126,140,154) (19,43,67)
3 (157,5,185,212,5) (169,189,209) (49,93,137)
4 (204,25,240,275,75) (164,182,200) (50,98,146)
5 (259,305,351) (209,232,255) (285,407,529)
6 (84,75,100,115,25) (186,206,226) (15,18,21)
7 (60,72,84) (141,157,173) (16,20,24)
8 (93,75,110,126,25) (178,197,216) (6,30,54)

9 (140,5,165,189,5) (237,264,291) (27,67,107)
10 (189,223,257) (257,285,313) (138,215,292)
11 (58,25,70,81,75) (147,5,164,180,5) (11,28,45)
12 (91,107,123) (144,5,160,175,5) (8,30,52)
13 (242,75,290,337,25) (297,330,363) (143,229,315)
14 (371,435,499) (337,375,413) (261,401,541)
15 (166,195,224) (279,310,341) (222,317,412)
16 (222,75,260,297,25) (316,350,384) (71,136,201)
17 (232,5,277,321,5) (311,346,381) (108,181,254)
18 (284,330,376) (332,368,404) (237,350,463)
19 (341,405,469) (365,406,447) (346,505,664)
20 (452,5,530,607,5) (399,438,479) (534,758,982)

Using AS method, model (29) is converted to mulijeative model (30) with crisp
coefficients and using LZL, LH and MW fuzzy methpasodel (29) is turned into multi-
objective model (31) with crisp coefficients.

20
maxZ; = Z u ()
j=1
20

maxZ, = Z VjX;

j=1

20
maxZ; = Z u(cj)

j=1
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20
maxZ, = Z u (hy)

j=1

20

minZs = Z cjx; (30)

j=1
Max Z, = u(b)
s.t.
20
j=1

X1+ X+ X3+ X4+ X7 +X1 +X12=2

X5+ Xg + Xg + Xg + X109 + X5 = 2

X13 + X14 + X16 + X17 + X1g + X190 + X350 = 3
xi€0 or 1 j=12,..,20

This problem is solved by LINGO software using f&A8, LZL, LH and MW methods and
table (3) presents the obtained solutions. Dug&aes limitations, the details of the solutions
found by the different approaches are not presehézd, but can be made available upon
request.

20

minZ, = Z[(U}" —vP)x;]

j=1
20
maxZ, = Z v x;
j=1
20
maxZ; = Z[(v;’ - vjm)xj]
j=1
20
maxZ, = Z[(c}" —c/)x]
j=1
20
min Zs = Z " x; 3D
j=1
20
minZ, = Z[(C;’ - cjm)xj]
j=1
s.t

20

m m
> g < b
=1

20

o o
> o <
j=1
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X1+ X+ X3+ X4+ X7+ X1 X222

X5+ Xg + Xg + Xg + X109 +X15 =2

X13 + X14 + X16 + X17 + X1g + X109 + X0 = 3
Xj € 0 or 1 j=12,..,20

In order to analyze and compare the performantkesie approaches, we have used the well-
known distance measure. The distance measure © fosedetermining the degree of
closeness of each solution to the correspondingl isidution. In this regard, we define the
following family of distance functions [12,15]:

1

q
d,(Z2) = Zeﬁ 1 —,ul-(zi))q] ;q=>1,q =21,Integer (32)
i

Since the satisfaction degree of each objectivdeitned as the relative closeness of the
solution to the ideal point or the relative remass to the anti-ideal point, they are used
explicitly in equation (32). The power q represeadistance parameter and especially q = 1,
2 are operationally important so that lhe Manhattan distance) and (he Euclidean
distance) are the longest and shortest distance®igeometrical sense. Generally speaking,
when g increases, the amount of distancandl also the credibility of the distance functegn
decreases [12, 15]. It is noted that based on #ifi@ition of d,, the fuzzy approach with
minimum d, (especially for g=1), would be preferred to thehest methods. Table
3summarizes the numerical results of the four fumagroaches in terms of above-mentioned
performance index.

Table 3. Performance comparison of fuzzy approafdres
6 = (0,05,0,45,0,05,0,05,0,35,0,05),6 = 0,01 and y = 0,4

Number of Distance measur es
selected projects

Approaches Selected projectsx; = 1

LZL 8 0,4932  0,2817
LH 8 0,4993 0,2891
MW 7 0,3569  0,2315
AS 7 0,2926  0,2222

As it is seen in table3, among four already-memitbmethods, MW and AS methods lead to
a similar project portfolio and also based on diseameasure, these methods are superior to
LZL and LH methods. On the other hand, considethegdifferences in solving algorithm
and final formulation of model between AS and MWthoels, AS method obtains smaller
values of distance measure. So, we conclude thanéiBod is the most appropriate method
for solving FMOZOLP problems, compared to above-tioeied fuzzy methods.
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6. Conclusion and futureresearch

Many methods have been presented to solve fuzayrgmming problems that all of them
except YL method ignore membership degree of fumapbers. YL method was presented to
solve FZOLP problems, in uni-objective state. Thare several faults and failures in their
method. In this paper, in addition to address andify faults and failures of YL method, we
developed a novel approach (AS approach) to soMOZFOLP problems, considering
membership function of fuzzy numbers in the caltorfes. This method can solve FMOZOLP
problems with fuzzy coefficients in the objectiuenttions, fuzzy coefficients in constraint
matrix and fuzzy numbers in right-hand side of ¢ists. Advantages of the AS approach
compared to other methods are: 1. Membership fomaif fuzzy coefficients is considered in
computations, 2. Minimizing fuzzy number’s spreadntegrated in solving algorithm as one
of the objectives.

The proposed AS method is very promising apgrogcich can produce both unbalanced
and balanced efficient solutions based on the mecisaker's preferences along with
offering appropriate flexibility to provide diffen¢ solutions to help the decision maker in
selecting the final preferred compromise solutiGiurthermore, the numerical example
indicates that based on distance measure, the ABothés superior to LZL, LH and MW
methods.

In future researches, designing computational éxyts, we can prove superiority of AS

approach to LZL, LH and MW fuzzy methods. The ASpwsed approach could also be used
to solve other fuzzy multi-objective zero-one linggilogramming problems. Moreover, we

can analyze and compare power and ability of timesthnods with metaheuristic methods to
obtain efficient solutions.
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Appendix A
In this appendix we provide an abstract versiorthoée previously developed approaches
(i.e., the LZL, LH and MW methods).

A.l. Li et al. (LZL) two-phase method

max A(z) = Z O;u;(2)
i=1

s.t

A <w(z) i

=12,..,m (D
z€F(2)

A, ui(z) € [0,1]

In the above formulatioA{denotes the minimum satisfaction degree"odhjective function
which is found by solving the Zimmermann’s max—rmapproach as follows[13]:

max A

s.t.

A< u(2) i=12,...,m (2)
z€F(z)

A €[0,1]

A.2. Lai and Hwang (LH) augmented max—min method

m
max A(Z) = g + 52 0,1:(2)
i=1
s.t. 3)
Ao < pi(2) i=12,..,m
z€F(z2)
Ao € [0,1]

Here, A,denotes the minimum satisfaction degree of objestiwhich is determined along
with the variablesu;(z) viasolving the LH model directly in a single phagdsodis a
sufficiently small positive number which is usuadigt t00.01 [12].

A.3. Selim and Ozkarahan extended Werners (MW) nogth
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m
maxA(z) =yl + (1 —v) Z 0;A;
i=1

s.t. (4)
Ao+ 4 < ui(2) i=12,..,m

z€F(z)

¥, 40, A; € [0,1]

In this model, 1pands;(z)denote the minimum satisfaction degree of objestiand
satisfaction degree of objective i, respectivelpjch simultaneously are determined through
solving the MW model [14]. Moreovey,is the coefficient ofcompensation, and we have set
it to 0.4 based on Torabi and Hassini [15] initests.



