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Abstract 

   

1 | Introduction  

In a real environment, when the aim is to select alternatives by Multi Criteria Decision Making 

(MCDM) methods based on their maximum impacts, using the Linear Assignment Method (LAM) 

is reasonable. The main specification of this approach is that each alternative shall be assigned just 

to one rank, and each ranking shall be occupied just by one alternative. This kind of problem has 

been well studied and solved by the Hungarian algorithm developed by Kuhn [1]. 

Researchers have done various studies to extend the context of the Linear Assignment Problem 

(LAP) and Hungarian Algorithm. In early research done by Das and Deo [2], they developed a 

parallel Hungarian Algorithm by using an Exclusive Read and Exclusive Write (EREW) and a Parallel 

Random Access Machine (PRAM) [2]. In another study by Ishibuchi and Tanaka [3], they developed 

a binary linear assignment mathematical model that used interval numbers as the coefficients of the 
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objective function. Aldous [4] used a usual probabilistic model to address a random assignment problem. 

Li et al. [5] developed a serial-parallel system to improve the Hungarian Algorithm. Rajabi-Alni and 

Bagheri [6] used the Hungarian Algorithm to solve the many-to-many matching problems considering 

demands and capacity. In the Many-to-many matching problems, each element of one set matches at 

least one item of another set. 

Bai [7] introduced the grey LAM by providing two solution approaches; one of the solution methods 

was using the average of the grey numbers to transform the model into a deterministic problem, and 

another approach was applying the grey forecasting method. Majumdar [8] has extended the Hungarian 

method for solving assignment models with interval parameters. However, the proposed method is not 

completely accurate because in dividing two interval parameters in the proposed method, the lower 

endpoint of the first interval number has been divided by the lower endpoint of the second interval 

number as the lower endpoint of the generated interval number.  

Similarly, the upper endpoint of the interval number has been calculated by dividing the upper endpoint 

of the first number by the upper endpoint of the second number that is not correct. For instance, if the 

interval number is [2, 4] that is divided by [1, 5] according to the dividing method that has been 

considered by Majumdar [8], the answer will be equal to , which is not correct; because the lower 

endpoint of the generated interval is greater than the upper endpoint of this number. 

Several studies applied the Hungarian Algorithm as a part of their solution approach; for instance, the 

application of the Hungarian Algorithm for solving error-tolerant matching [9], [10]. Lan et al. [11] 

studied the scheduling of physicians and medical staff in the outpatient ward of a large hospital. They 

proposed a meta-heuristic algorithm based on the Iterated Hungarian Algorithm named IHA. Yadav et 

al. [12] applied the Hungarian Algorithm to LAPs for solving resource allocation in wireless 

communication systems. Khan et al. [13] presented an algorithm based on the Hungarian Algorithm and 

fractional programming for beamforming and scheduling strategy in a cloud radio access network. 

Yang et al. [14] proposed a multi-objective MIP model for internal truck allocation when the internal 

trucks are shared among several nearby container terminals and solved the model by applying the 

Hungarian Algorithm. Kumarnnath and Batri [15] developed a modified PSO-based iterative Hungarian 

Algorithm to provide maximum throughput traffic with the least blocking probability in the transmission 

of data between nodes of an optical network. MacLean et al. [16] developed a method for maximizing 

the satisfaction of medical students regarding their clinical preference rotation at the University of Texas 

Southwestern Medical Center (UTSW). They used the Hungarian Algorithm to solve the problem. 

Stevens and Sciacchitano [17] used the Hungarian Algorithm and hierarchical clustering method for 

vortex detection and tracking in the complex and turbulent flow study. 

Katariya et al. [15] improved the Hungarian Algorithm to solve the unbalanced assignment problem. In 

this problem, some fictitious machines in the system cannot be assigned to any tasks. In this situation, 

all the tasks must be allocated to a given number of machines [15]. Zhu et al. [18] developed a model 

for infrared target trajectories based on Gaussian distribution. They used a Munkres version of the 

Hungarian Algorithm to solve the model. Zhang et al. [19] applied the Hungarian Algorithm for task 

assignment optimization in a remote sensing big data workflow. 

However, investigating the requirements of the real world shows that in actual circumstances, precise, 

sufficient, or fully covered information cannot be provided often. For instance, when the inventory 

items should be ranked or prioritized based on two criteria ("Scarcity" and "Availability of the Technical 

Specifications" in this research) by the experts of the warehouse department, the experts might not be 

confident about the priorities of each inventory item based on the mentioned criteria. Hence, the 

uncertainty of the environment should be considered in the problem to make more reasonable and 

realistic decisions in such a situation. 
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On the other hand, reviewing the literature showed that several methods have been developed to consider 

the imprecise experts' opinions to make realistic decisions: fuzzy, stochastic, and grey methods [20]. The 

stochastic method needs a probability distribution function of the events and facts.  

If there were enough data regarding the facts, then the experts' opinions regarding those facts would not 

be required. On the other hand, another method for considering the ambiguity of judgment is applying 

fuzzy numbers. The membership function of a fuzzy number should be available if the fuzzy number 

would like to be used. Hence, the interval grey numbers application to consider the uncertainty of the 

environment is more reasonable. 

To the best of the researchers’ knowledge of this study, no study has extended the context of grey numbers 

in the Hungarian Algorithm. Hence, this study develops a method for solving the Hungarian Algorithm 

with interval grey numbers, which is the main contribution of this study. The remainder of the paper is as 

follows. In Section 2, grey theory and interval grey numbers will be discussed. Section 3 will be dedicated 

to the Grey Hungarian Algorithm (GHA) development and an explanation of Grey VIKOR and Grey 

TOPSIS, followed by an illustration of the proposed methods by solving a sample problem, sensitivity 

analysis, and discussion in Section 4. Finally, Section 5 concludes the paper. 

2 | Grey Theory and Interval Grey Numbers 

At first, Deng [21] proposed the basic thinking of Grey Systems Theory. It is one of the new effective 

mathematical theories to solve uncertain problems with incomplete information. The theory is categorized 

into five major parts: 1) grey forecasting, 2) grey relational analysis, 3) grey decision-making, 4) grey 

programming, and 5) grey control. 

In grey systems theory, the darkness of the color is usually used to show the degree of accuracy of 

information. In the grey theory, the entire system is divided into three categories: white, black, and grey 

sections. White represents the completion, certainty, and transparency of information in a system, and 

black shows unknown and incomplete information in a system [22], [23]. While the grey section is placed 

between two white and black sections, showing insufficient information between two clear boundaries. 

The concept of grey systems is shown in Fig. 1. So, a grey numberÃ  in a grey system may be shown with 

a closed interval with upper and lower endpoint, i.e.  [24]. 

Each grey system is described with grey numbers, grey equations, grey matrices, etc., while grey numbers 

are considered minor parts of a grey system, like atoms or cells. In other words, a grey number's exact 

value is unclear, but its interval endpoints are clear. In a practical situation, a grey number will be stated by 

an interval or a whole set of numbers [23]. For example, ranking the alternatives based on a criterion in 

decision-making will be expressed by linguistic variables, that could be stated by numerical intervals that 

include uncertain information [21]. 
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Fig. 1. The concept of the grey system. 

Generally, the arithmetic operators defined for real numbers can also be extended for the set of grey 

intervals [23]. These interval operators were developed by Moore [25]. The basic operation laws of two 

grey numbers  and   are defined as follows [21]: 

 

 

 

 

 

 

 

3 | Research Methodology 

The developed solution approach of the study will be expressed in this section. Hence, at first, the GHA 

will be explained, followed by the explanation for the Grey VIKOR and Grey TOPSIS that have been 

applied to verify the developed method of this study. 

3.1 | Developed Grey Hungarian Algorithm 

The proposed GHA of this study is based on the classic Hungarian algorithm [1], [26] that has been 

extended to consider Grey interval numbers. The flowchart of the GHA method is shown in Fig. 2. 
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Start

No

Yes

Draw the least number of lines 

(horizontal, vertical, or both) 

covering all zero intervals

When the minimum drawn lines covering 

the matrix are equal to the number of 

rows or columns of the benefits matrix, 

the optimal solution has been achieved

Whether the minimum number of 

covering lines is less than the number 

of rows or columns in the benefits 

matrix?

Find the minimum nonzero 

interval number that has not been 

covered up with any covering 

line in the reduced benefits 

matrix

Subtract the specified value 

from other interval numbers 

which are not covered up 

with the covering lines

Add the specified value to the 

interval numbers that are 

located in the intersection of 

covering lines

Yes

No

Find the minimum element of each 

column in the benefits matrix according 

to the degree of grey preference, and 

subtract it from other elements of the 
same column

Find the minimum element of each row in 

the benefits matrix according to their grey 

preference degree preference, and 

subtract it from other elements of the 
same row

Use a virtual row or column 

with cost or profit that is 

equal to the interval [0, 0].

Whether the number of rows and 
columns of the benefits matrix 

are the same?

End

 

Fig. 2. The flowchart of the proposed GHA. 

The steps of the proposed GHA are as follows: 

Step 1. Find the minimum element of each row in the benefits matrix (objective function coefficients for 

the assignment problem) according to their grey preference degree relation and subtract it from other 

elements of the same row. Then, go to the Step 2. 

Step 2. Find the minimum element of each column in the benefits matrix obtained from Step 1 according 

to the degree of grey preference and subtract it from other elements of the same column. Then go to the 

Step 3. 

Step 3. Draw the least number of lines (horizontal, vertical, or both) covering all zero intervals (zero 

intervals are those where their average interval points are equal to zero). Then go to the Step 4. 

Step 4. The optimal solution will be achieved if the number of minimum drawn lines covering the matrix 

equals the number of rows or columns of the benefits matrix. It is available among the covered zero 

intervals. If the minimum number of covered lines is less than the number of rows or columns in the 

benefits matrix, go to Step 5. 

Step 5. Find the minimum nonzero interval number that has not been covered up with any covering line 

in the reduced benefits matrix. Subtract the specified value from other interval numbers that are not 

covered up with the coverage lines; then, add it to the numbers that have been covered by two covering 

lines simultaneously. Then go to the Step 3. 

3.2 | Grey VIKOR Algorithm 

VIKOR method is an MCDM approach. This method is used when there are conflicting criteria, and this 

method finds a solution close to the ideal solution by using a compromised ranking list. The use of the 

VIKOR method for decision problems in the literature is abundant. It has been extended to solving interval 

numbers by Sayadi et al. [27], but the lack of normalization for the Decision Matrix (DM) can be sensed. 

This study has improved the Grey VIKOR method by normalizing the DM. The steps of Grey VIKOR 

of this study are as follows: 



 

 

326 

3
6

3-
3
2
1

) 
2
0
2
3

) 
(

3(
12

In
t.

 J
. 

R
e
s.

 I
n

d
. 

E
n

g
. 

|
e
t 

a
l.

 
A

ri
a
fa

r
 

Table 1. DM in the Grey VIKOR method. 

 

 

 

 

As can be seen from Table 1, which is the DM, A1, A2, …, Am are the alternatives, while C1, C2, …, Cn 

are the required criteria for selecting alternatives. gij is the rank of alternative Ai according to the Cj
th 

criterion whose value is not crisp, è øÍ
ê ú

while W is the weight of jth criteria. 

Step 1. In the development of the Grey VIKOR Method, at first, the DM should be normalized. In the 

following, the normalization process for the cost (minimizing) and profit (maximizing) criterion has 

been provided. 

 

 

 

 

Step 2. Determining the Positive Ideal Solution (PIS) and Negative Ideal Solution (NIS) according to 

the Eqs. (7) and (8). 

 

 

 

where B is the set of benefit criteria, while C is the set of cost criteria. 

Step 3. Computing the intervals  (Satisfaction Index), and  (Regret Index) by using 

Eqs. (9) and (10) by considering grey uncertainty for every Wj. 
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Step 4. Computing the VIKOR Index:  according to the Eq. (11). 

where, + - + -= = = =  

While v is defined as the strategic weight of "the majority of criteria," which is considered to be 0.5, in this 

study. 

Step 5. According to the VIKOR method, the best alternative is an alternative with the lowest value of Si, 

Ri, and Qi, while their value is an interval Grey number. The preference degree concept is used in this study 

to compare the alternatives and select the best one with the minimum value. 

The preference degree between two numbers  and  can be defined as follows [28]: 

Also, Eq. (13) also exists for the degree of preference between two grey numbers: 

If the midpoint of Q1 is greater than the midpoint of Q2, then, 

As mentioned before, the best alternative would be the one with the minimum value of the VIKOR index 

if the two following conditions are met [29]: 

Condition 1: If alternatives A1 and A2 hold the first and the second ranks among the m alternatives, the 

following equation, Eq. (14) shall be met: 

Condition 2: Alternative A1 shall be recognized as the superior rank, at least in one of the R or S groups. 

In the case that the first condition is not met, all the alternatives are considered to be the best alternatives. 

Moreover, if the second condition is not met, both Alternatives will be selected as the best alternatives. 
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3.3 | Grey TOPSIS Method 

Step 1. To start with the Grey TOPSIS Method, the DM should be normalized. The process of 

normalizing is as follows [30]: 

Step 2. The next step is determining the NIS and the PIS based on the following equations. 

Where B is the set of benefit criteria, while C is the set of cost criteria. 

Step 3. Calculate the Euclidean distance from the PIS as Di
+, and the Euclidean distance from the NIS 

as Di
-. 

 

 

 

Step 4. Calculate the closeness grade of TOPSIS based on the Di
+ and Di

- that have been calculated in 

the previous step. 

 

 

4 | Numerical Example 

In this section, a real case for multi-criteria inventory classification of items has been done from the 

General Mechanic and Standardization (GMS) Ordering Group of Sarcheshmeh Copper Complex to 

verify the proposed Grey Hungarian. Sarcheshmeh Copper Complex is one of the world's largest open 

deposit copper mines that produces copper products such as 8 mm Copper Rods, Copper Slabs, and 

non-copper materials such as Sulfuric Acid and Slime. In this research, four items based on the opinion 

of an expert from the GMS Ordering Group have been introduced to be ranked by the two criteria: 

"Scarcity" and "Availability of the Technical Specifications". According to the two qualitative criteria 

that the mentioned expert has considered, the information for these four items has been converted to 

quantitative grey numbers based on [31] and summarized in Table 2. 
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 Table 2. Initial information and grey DM. 

 

 

 

 

 

 

Since the policy of GMS Ordering Group is to order items for Sarcheshmeh Copper Complex, then based 

on the mentioned criteria, the supplying of an item will be highly ranked from the point of view of 

"Scarcity" the item has been ranked high, so "Scarcity" is a Benefit criterion. On the other hand, based on 

another criterion, which is "Availability of Technical Specification," whether the specification of an item is 

unavailable, then the supplying process of the item because of the unavailability of the specification of the 

product is difficult, so the "Availability of Technical Specifications" will be taken into account as a cost 

criterion. Moreover, the weights of these two criteria have been evaluated by linguistic variables according 

to the expert's opinion as "Extremely Important," which have been converted to a grey number as [0.8, 1], 

based on previous research that has been done by [32]. Hence, the ranking of inventory items based on 

these two criteria will be summarized in Table 3. In the following, based on the acquired data from the 

GMS Ordering Group of Sarcheshmeh Copper Complex, two solution methods, the GHA and the Grey 

VIKOR method, have been developed for the real case for multi-criteria inventory classification of items 

of the GMS group. 

As can be seen from Table 2, the available data in this table are cardinal. Hence, for using the data by the 

LAM, the data has been converted into ordinal data based on two previously mentioned criteria, "Scarcity," 

a Benefit criterion, and "availability of the technical specifications," a cost criterion. 

Table 3. Ranking of alternatives according to each criterion. 

 

 

 

4.1 | Results 

After identifying the real case in the following, the case will be solved by GHA, Grey VIKOR, and Grey 

TOPSIS to show the validity of the proposed GHA. 

4.1.1 | Grey Hungarian Algorithm 

In this section, based on Table 3, Table 4 has been constructed by considering each criterion's weight. As 

seen from Table 3, A1 has been ranked as the first rank according to the C1 criterion, while it has been 

considered the fourth rank based on the C2 criterion. Hence, in Table 4 in the A1 row, under First rank 

and Fourth rank, there will be amounts in the Table that for zero values are [0, 0] and for one value are 

[0.8, 1]. Table 4 is the DM of the LAM, which contains the objective function coefficients of the LAM 

Problem. 

 

 

Availability of the Technical 
Specifications (C2) 

Scarcity (C1) Name of Items  

[6,8] High [6,8] High 
LINK, CRAWLER 36" for 
DRILL MODEL: BE 45 _R 

A1 

[4,6] Medium [4,6] Medium C-CLAMPS PIN A2 

[2,4] Low [2,4] Low 
CORE-VALVE TIRE WHEEL 
GP. for SLAG POT 621B 

A3 

[1,2] Very Low [1,2] Very Low 
SCREW BRASS -FLAT HEAD 
3/8"X15/16" UNC TPI=16 

A4 

Availability of the Technical Specifications (C2) 
(Cost Criteria) 

Scarcity (C1) 
(Benefit Criteria) 

 

4th Rank 1st Rank A1 
3rd Rank 2nd Rank A2 
2nd Rank 3rd Rank A3 
1st Rank 4th Rank A4 
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Table 4. The benefits matrix (objective function coefficients for the 

assignment problem). 

 

 

After obtaining the DM, to start solving the problem by GHA, the linear assignment model should be 

checked to determine whether it is maximization or minimization. If the model is in the form of 

maximization, then all the elements of Table 4 will be multiplied by (-1). In this way, the problem will be 

transformed into a minimization problem, as seen in Table 5. 

Then, by considering the existence of entirely negative grey numbers among the elements of Table 5, the 

grey number [0.8, 1], the highest existing symmetric number among all the grey numbers, will be added 

to all matrix elements. The results are shown in Table 6. Otherwise, there will be no need for any change 

at this step. 

 Table 5. Converting the problem from maximization to 

minimization. 

 

 

For a maximization problem, by considering the existence of fully negative interval values among the 

elements of Table 5, the interval [0.8, 1], the highest existing symmetric value among the interval values, 

will be added to all elements of this matrix. The results are shown in Table 6. 

Table 6. Adding the highest existing symmetric grey number. 

 

 

Subtracting row minima 

In this step, the minimum grey number of each row will be subtracted from the entire grey numbers of 

that row that will change every grey number. However, because each row contains at least one zero 

interval, subtracting row minima does not affect the generated matrix. 

Subtracting column minima 

After subtracting row minima, the minimum grey number of every column will be subtracted from other 

grey numbers of that column. In this problem, subtracting column minima does not affect the matrix 

because each column has at least one zero interval. 

Covering the generated matrix with minimal coverage lines 

In this step, coverage lines with the minimum number of lines are drawn, according to the GHA, which 

has been explained previously. The results are shown in Table 7. 

 

4th Rank 3rd Rank 2nd Rank 1st Rank  
[0.8,1] [0,0] [0,0] [0.8,1] A1 
[0,0] [0.8,1] [0.8,1] [0,0] A2 
[0,0] [0.8,1] [0.8,1] [0,0] A3 
[0.8,1] [0,0] [0,0] [0.8,1] A4 

4th Rank 3rd Rank 2nd Rank 1st Rank  
[-1,-0.8] [0,0] [0,0] [-1,-0.8] A1 
[0,0] [-1,-0.8] [-1,-0.8] [0,0] A2 
[0,0] [-1,-0.8] [-1,-0.8] [0,0] A3 
[-1,-0.8] [0,0] [0,0] [-1,-0.8] A4 

4th Rank 3rd Rank 2nd Rank 1st Rank  
[-0.2,0.2] [0.8,1] [0.8,1] [-0.2,0.2] A1 
[0.8,1] [-0.2,0.2] [-0.2,0.2] [0.8,1] A2 
[0.8,1] [-0.2,0.2] [-0.2,0.2] [0.8,1] A3 
[-0.2,0.2] [0.8,1] [0.8,1] [-0.2,0.2] A4 
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Table 7. The drawn coverage lines. 

 

The optimal solution has been obtained since all rows and columns of the matrix were drawn with at least 

a coverage line. However, this problem has multiple optimal solutions, as has been shown in Table 8 and 

Table 9. 

Solution 1: 

- A1 = 1st Rank, 

- A2 = 2nd Rank, 

- A3= 3rd Rank, 

- A4 = 4th Rank. 

Solution 2: 

- A4 = 1st Rank, 

- A3 = 2nd Rank. 

- A2= 3rd Rank, 

- A1 = 4th Rank. 

Table 8. First solution. 

 

 

 

Table 9. Second solution. 

 

 

4.1.2 | Grey VIKOR 

In this section, the Grey VIKOR method is based on [27], except for the normalization of the DM that is 

proposed in this research. 

Normalizing the elements of DM 

If the criterion type is a Cost criterion, Eq. (5) will be applied for normalization to normalize the elements 

of the DM. For the benefit criterion, Eq. (6) will be used [21], [33]. The results can be seen in Table 10. 

Table 10. Normalized DM elements. 

 

 

4th Rank 3rd Rank 2nd Rank 1st Rank  
[-0.2,0.2] [0.8,1] [0.8,1] [-0.2,0.2] A1 
[0.8,1] [-0.2,0.2] [-0.2,0.2] [0.8,1] A2 
[0.8,1] [-0.2,0.2] [-0.2,0.2] [0.8,1] A3 
[-0.2,0.2] [0.8,1] [0.8,1] [-0.2,0.2] A4 

4th Rank 3rd Rank 2nd Rank 1st Rank  
[-0.2,0.2] [0.8,1] [0.8,1] [-0.2,0.2] A1 
[0.8,1] [-0.2,0.2] [-0.2,0.2] [0.8,1] A2 
[0.8,1] [-0.2,0.2] [-0.2,0.2] [0.8,1] A3 
[-0.2,0.2] [0.8,1] [0.8,1] [-0.2,0.2] A4 

4th Rank 3rd Rank 2nd Rank 1st Rank  

[-0.2,0.2] [0.8,1] [0.8,1] [-0.2,0.2] A1 
[0.8,1] [-0.2,0.2] [-0.2,0.2] [0.8,1] A2 
[0.8,1] [-0.2,0.2] [-0.2,0.2] [0.8,1] A3 
[-0.2,0.2] [0.8,1] [0.8,1] [-0.2,0.2] A4 

C2 C1  
[0,0.25] [0.75,1] A1 
[0.25,0.5] [0.5,0.75] A2 
[0.5,0.75] [0.25,0.5] A3 
[0.75,0.875] [0.125,0.25] A4 
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Determining the positive and NISs 

In this step, the Positive and NISs are calculated based on Eqs. (7) and (8), and are shown in Table 11. 

Table 11. Positive and NISs. 

 

 

Calculating satisfaction and regret index 

Satisfaction and Regret Index will be calculated based on Eqs. (9) and (10), and will be shown in the 

following Table (Table 12): 

Table 12. The satisfaction and regret index. 

 

 

To simplify the computation of the VIKOR index, a whitening method derived from [23] is used 

according to Eq. (22). The results are presented in Table 13. 

 

Table 13. Whitening values for the previous Table. 

 

 

Calculating the VIKOR index 

In this step, the VIKOR index, based on Eq. (11) will be calculated as shown in Table 14.  

Table 14. VIKOR index. 

 

  

 

Ranking the alternatives and finding the best alternative 

Considering the VIKOR algorithm, the alternative with the least value  is the best. 

C2 C1  

0 1  

0.875 0.125  

   
[[0,0], [0.229,0.286]] [[0,0], [0.457,0.571]] A1 
[[0.229,0.286], [0.457,0.571]] [[0.457,0.571], [0.914,1.143]] A2 
[[0.457,0.571], [0.686,0.857]] [[0.914,1.143], [1.371,1.714]] A3 
[[0.686,0.857], [0.8,1]] [[1.371,1.714], [1.6,2]] A4 

è øÃ = Ý Ã = + -ê ú  (22) 

   
[0,0.257] [0,0.514] A1 
[0.257,0.514] [0.514,1.029] A2 
[0.514,0.771] [1.029,1.543] A3 
[0.771,0.9] [1.543,1.8] A4 

   

[0,0.286] A1 

[0.286,0.571] A2 

[0.571,0.857] A3 

[0.857,1] A4 
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So, according to the VIKOR index and Grey Preference Degree Relation, the ranking for the GMS 

inventory items is as follows: 

- A1 = 1st Rank, 

- A2 = 2nd Rank, 

- A3= 3rd Rank, 

- A4 = 4th Rank. 

Now, two previously mentioned conditions will be checked to find the best alternative in the Grey VIKOR 

algorithm. 

Condition 1: 

Condition 2: Alternative A1 in both R and S interval values ranks first among other alternatives. So, both 

A1 and A2 are the best alternatives. 

4.1.3 | Grey TOPSIS 

The same problem has been solved by the Grey TOPSIS method derived from [30]. The results of Grey 

TOPSIS are as follows: 

- A1 = 1st Rank, 

- A2 = 2nd Rank, 

- A3 = 3rd Rank, 

- A4 = 4th Rank. 

4.2 | Sensitivity Analysis 

In this section, it is assumed that the opinions of the GMS ordering group have been changed. For this 

case, the DM is as what is in Table 15. 

 

 

( ) ( )

( ) ( )

( ) ( )

( ) ( )

- - -
å õ
è ø è ø> = = <æ öê ú ê úæ ö - + -ç ÷

- - -
å õ
è ø è ø> = = <æ öê ú ê úæ ö - + -ç ÷

( ) ( )

( ) ( )

- - -
å õ
è ø è ø> = = <æ öê ú ê úæ ö - + -ç ÷

  

è ø
- ²é ù

- -ê ú

è ø è ø è ø- ²ê ú ê ú ê ú

 (23) 
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Table 15. Change in the information of DM. 

 

  

  

  

  

For this case, the problem has been solved by GHA, Grey VIKR, and Grey TOPSIS. The results for 

this case will be changed as follows: 

- A1 = 1st Rank, 

- A2 = 2nd Rank, 

- A3 = 3rd Rank, 

- A4 = 4th Rank. 

As can be seen from the results, all the priorities for the parts have been changed according to the 

change in the DM, but all the methods have been prioritized in the same order. 

4.3 | Discussion 

The GHA was developed in this study to solve the Grey LAPs. Then, a real case from the GMS Ordering 

Group of Sarcheshmeh Copper Complex was solved by GHA and two other methods: Grey VIKOR 

and Grey TOPSIS. Based on the obtained ranks that have been provided by GHA, Grey VIKOR, and 

Grey TOPSIS for the initial case, and also the case for sensitivity analysis, the Spearman's correlation 

coefficient rank has been calculated according to Eq. (24) that is derived from [33]. 

In Eq. (24), A is the total number of alternatives, and Da indicates the difference between the ranks 

obtained from different MADM methods for alternative a. The results for Spearman’s Correlation 

Coefficient Rank have been summarized in Table 16. 

Table 16. Results of Spearman’s correlation coefficient rank. 

 

 

 

 

 

The results show the validity of the two solution methods proposed in this study, the GHA and the 

Grey VIKOR method. Compared to other approaches, the advantage of using the GHA is that it finds 

multiple optimal solutions where more than one optimal solution is available. 

5 | Conclusion 

In this study, because of the necessity of considering uncertainty in making decisions, the GHA was 

developed based on the grey numbers operation rules and the concept of the grey preference degree. 

To show the validity of the proposed GHA approach, a real case from the Sarcheshmeh Copper 

Availability of the Technical 
Specifications (C2) 

Scarcity (C1) Name of Items  

[4,6] Medium [4,6] Medium LINK, CRAWLER 36" FOR 
DRILL MODEL: BE 45 _R 

A1 

[6,8] High [6,8] High C-CLAMPS PIN A2 
[1,2] Very Low [1,2] Very low CORE-VALVE TIRE WHEEL 

GP. FOR SLAG POT 621B 
A3 

[2,4] Low [2,4] Low SCREW BRASS -FLAT HEAD 
3/8"X15/16" UNC TPI=16 

A4 

== -
-

ä
 

(24) 

 Grey TOPSIS Grey VIKOR 
Grey Hungarian 1st 

Solution 

Grey Hungarian 

2nd Solution 

Grey TOPSIS ----- 1.000** 1.000** -1.000** 

Grey VIKOR 1.000** ---- 1.000** -1.000** 

Grey Hungarian 

1st Solution 
1.000** 1.000** ----- -1.000** 

Grey Hungarian 

2nd Solution 
-1.000** -1.000** -1.000** ---- 
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Complex warehouse has been solved and compared to the results of Grey VIKOR and grey TOPSIS. The 

identical results for all the solution approaches in the initial case and after the sensitivity analysis imply the 

validity of the proposed solution method. When there is poor information, and the data distribution or 

membership function is not available, using the GHA and other grey approaches is reasonable. If there is 

a lack of experience or a small size of data sampling, the grey methods application is not recommended. 

As a suggestion for future research, it is recommended to modify the method to overcome this limitation. 

The use of uncertainty concepts, which, in addition to grey numbers, leads to a combination of grey 

numbers and fuzzy sets, is recommended. 
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