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Abstract 

  1 | Introduction  

Cardiovascular Disease (CVD) is the leading cause of death in the world. Every year, 17.3 million 

people die from it and this number is expected to increase to 23.3 million by 2030. Therefore, it is 

very important to minimize the high mortality rate of heart diseases [1]. Data mining uses statistical 

methods and Artificial Intelligence (AI) to extract behavioral patterns from users and gain a variety 

of insights about them. Data mining can be widely used to support marketing decisions. The most 

important tasks in data mining are the discovery of repetitive elements and association rules. The 

dependencies and connections between data in a database can be discovered using association rules 

[2]. Data mining came up in the late 1980s. 
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machine classifications, k nearest neighbor, decision tree and simple Bayesian is 81.11%, 66.67%, 59.72% and 19.85%, 

respectively, which are relatively satisfactory results. 
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 Great strides were made in this branch of science in the 1990s, and it is expected to continue to grow 

and develop in this century, and predictions indicate that it will experience revolutionary developments 

in the coming decades. The Massachusetts Institute of Technology considers data mining as one of the 

top ten technologies that will play a significant role in the development of the world [3]. With the growth 

of information technology and methods of data creation and collection, databases of data in commerce, 

agriculture, the internet, details of phone calls, medical records, etc. are being captured and stored at a 

faster rate every day. Therefore, since the late 1980s, the idea of accessing the information hidden in 

these large databases has been in the forefront, as traditional systems have not been able to do so. Due 

to competition in the political, military, economic and scientific fields and the importance of accessing 

information in the shortest possible time without human intervention, the science and analysis of data 

or data mining came into play. Data mining is a technique proposed in the early 1990s to deal with the 

problem of extracting data from a database using a new approach. Data mining has seriously entered 

the field of statistics since 1995 and the first issue of Knowledge Discovery Journal was published from 

the database in 1996.  

Although knowledge discovery entered the healthcare field with the aim of detecting misappropriation, 

it was gradually applied in the clinical field as well. This is due to the rapid change in awareness of 

information in the healthcare field. 

The healthcare industry is constantly generating large amounts of data [4] and [5], and people who are 

exposed to this type of data have found that there is a large gap between collecting and interpreting this 

data. The relatively young and growing field of data mining in healthcare [6] is one of the methods that 

can benefit this industry through the in-depth analysis of these data and lead to the development of 

medical research and scientific decisions in the field of diagnosis and treatment [5] and [6]. 

Data mining in medicine and biology is an important part of biomedical informatics and is one of the 

most commonly applied computer sciences in this science, used in hospitals, clinics, laboratories and 

research centers [4]. 

The process of knowledge discovery in databases is a scientific process of identifying valid, new, 

potentially useful and understandable patterns in data. The most important part of this process is data 

mining, where certain algorithms are used to extract a set of patterns from the database. Data mining is 

the extraction of hidden and potentially useful information and knowledge in a database. Nowadays, 

this topic has become very important due to the large amount of growing data and its diversity [3]. Data 

mining is a set of techniques that allow to go beyond ordinary data processing and help to discover 

information hidden in the huge amounts of data. The discovery and extraction of valuable data in the 

form of a set of dependency relationships is an important area of research in data mining, which has 

recently drawn the attention of many researchers to the creation of useful techniques for extracting these 

relationships, given the increasing use of large databases and large transaction warehouses [7]. 

The innovation of this method is that, in the first case, a person is selected from the list of people who 

are ill due to common characteristics. We try to extract the patients related to the selected person in the 

considered groups. Then, based on the selected person, the system extracts the causal rules between the 

selected person and the other patients. In order to improve the system, this method uses two patient 

similarity criteria simultaneously, namely coverage and reliability. 

In the rest of this paper, a review of the literature and the work done is given in Section 2. Details of 

the proposed hybrid method are given in Section 3, the evaluation criteria are presented in Section 4, 

and the test results are given in Section 5. Finally, a conclusion of the whole work is given in Section 9. 
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2 | Literature Review 

Initially in 1994, a model of Intelligent Heart Disease Prediction System (IHDPS) integration of data 

algorithms, such as Naive-Bayes, Decision trees and Network Neural was proposed. The final output of 

this algorithm describes that each method has a different capacity to achieve data mining goals. IHDPS is 

simple, easy to use, scalable, upgradeable and reliable, based on the web-based prediction system. And high 

blood sugar is used to diagnose patients' symptoms [8]. In IHDPS, the author uses medical specifications 

such as age range, gender, high blood pressure, and high blood sugar to diagnose patients' symptoms [8]. 

This runs on the NET platform. 

Ordonez [9] presented an improved study in 2004 using legal rules to predict heart disease. The study was 

conducted to diagnose heart disease. Evaluation data covered by the medical records of people with heart 

disease are related to features such as chest pain, blood pressure, cholesterol and blood sugar for risk 

factors. The heart flow cytometry was measured and the arterial lesions were observed by the author. 

Yan et al. [10] used Multilayer Perceptron (MLP) with 40 input variables for input layer and output layer 

with 5 nodes. The Backpropagation algorithm has been improved for system training. 352 medical records 

were collected for system training and testing. Evaluation methods such as cross-validation, maintenance 

and bootstrapping were used to evaluate the system. MLP is known for its good architecture, which makes 

this method more important in NN models, and also its algorithms are very simple and easy to understand. 

MLP consists of 3 layers, namely the input layer, the hidden layer and the output layer. The hidden layer 

was obtained by the waterfall learning process. The experimental results were 90% accurate. 

Domadiya and Rao [11] performed a clinical observation and a 6-month follow-up of 1,000 CHD cases. 

Based on the data, they used three popular data mining algorithms to develop the prediction model using 

502 items. They also used 10-fold validation methods to measure the neutral estimate of the three 

prediction models for performance comparison purposes. The results showed that SVM is the best 

predictor with 92.1% accuracy and neural networks with 91.0% accuracy and decision tree with 89.6% 

accuracy. 

Another study was conducted by Amin et al. [12] with the theme of data mining systems to evaluate heart 

event related risk factors using statistical analysis based on apriori algorithm. The events included MI, PCI 

and CABG. Our risk factors were gender (male), smoking, high-density lipoprotein, glucose, family history, 

and a history of hypertension. 

De Cnudde [13] introduce techniques that use software version of the Statistical Analysis System (SAS) 

version 9.1.3 to investigate basic heart disease. The research was conducted on the heart disease dataset by 

a completely automatic method using 3 independent neural network models to develop group models. The 

authors received an accuracy of 89.01%, 95.91% and 80.95% for classification, specification and sensitivity, 

respectively, in the data extracted from the Cleveland Heart Disease Database. 

Gupta et al. [14] worked on using a modular neural network to diagnose heart disease. In their work, mainly 

two types of diagnostic methods were used, one manually and the other an automatic diagnosis, which 

consists of diagnosing the disease with the help of an intelligent expert system. 

There is another way to predict heart disease using classification techniques. Three classification 

algorithms, decision trees, naive Bayes, and neural networks have been used and their performances have 

been compared. The results show that the accuracy of neural networks is 100% and completely predicts 

heart disease, when the number of traits is 15. But accuracy is lower when the number of traits is 13 [15]. 

The authors also used the neural network to diagnose heart disease and then used the genetic algorithm to 

improve the accuracy of neural networks [16]. Jabbar [17] proposed an "intelligent data mining method for 

diagnosing heart disease". The authors tried to increase the accuracy for heart disease. They used 

segregation preprocessing techniques and genetic algorithms that were applied to the naive classification. 
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Ani et al. [18] used four data classification methods to predict CVD. The results of this paper show that 

the accuracy level of random forests, Naive Bayes, C4.5 and KNN decision trees is 89%, 84%, 81% and 

77%, respectively. Also work on a specific dataset is provided using the classification method and feature 

selection. In the mentioned method, first the instruction set is divided into two groups of healthy and 

sick people, then in the second stage, 8192 subsets are extracted from the total of features with a clear 

cost for each subset (increase of cost from feature ranking). In the third step, the PSO algorithm for all 

subsets is the learning classification (FFBP) for all subsets to find the best subset with the highest 

accuracy and accessibility and the lowest cost and time [19]. A PSO-based algorithm is provided for 

extracting classification rules. The algorithm has been compared with the decision tree based on the 

C4.5 algorithm in the UCI machine learning database. Experimental results show that the PSO algorithm 

has been predicted to be accurate and the list of rules is much smaller than C4.5. Based on the average 

accuracy, the accuracy of the PSO method is 87% and the accuracy of C4.5 is 63%. Using PSO, effective 

classification rules can be extracted with acceptable accuracy [20]. Jabbar et al. [21] also points to the 

prediction of heart disease based on PSO and KNN. This article also examines the PSO-based feature 

selection measurement tool for selecting a small number of features and improving classification 

performance. The results show that the proposed approach can significantly improve learning accuracy. 

In a research paper, Jabbar et al. [21] presented an effective approach to predicting heart disease using 

a random forest. The use of random forests has shown high accuracy in predicting heart disease. 

Chauhan et al. [22] discussed a variety of classification techniques for predicting heart attacks and 

determining the best classification among them. The results can be useful for discovering patterns 

among health care professionals to determine which classification can be beneficial during a prediction 

process. Also, various data mining techniques for diagnosing heart disease [23] and based on the Markov 

chain [2] and so on were proposed. The increasing volume of information and the lack of new, useful 

and understandable knowledge have led the design of knowledge discovery algorithms to be considered 

by researchers. This algorithm has been designed to process discrete data, so we have to quantify the 

data to use it in continuous data. This causes some data to be lost and unrealistic data to be added to 

the data space, which in turn can affect the final results. We used the proposed B-mine algorithm in this 

study for knowledge discovery in database, which is discussed in the next part of the paper. 

There are numerous papers dealing with disease prediction systems using various data mining techniques 

and machine learning algorithms in medical centers. 

Giudici and Castelo [23] proposed the prediction of heart disease using the multiple regression model 

and proved that multiple linear regression is suitable for predicting the probability of heart disease. The 

work is done with a training dataset consisting of 3000 instances with 13 different attributes mentioned 

earlier. The dataset is divided into two parts, i.e. 70% of the data is used for training and 30% for testing. 

From the results, it is clear that the classification accuracy of the regression algorithm is better compared 

to other algorithms. 

Polaraju and Prasad [24] developed a prediction of heart disease using KStar, j48, SMO and Bayes Net 

as well as a multi-layer perception using the software WEKA. Based on the performance of various 

factors, SMO and Bayes Net achieve better performance than KStar, Multilayer Perception and J48 

techniques using kfold cross validation. However, the accuracy performances achieved by these 

algorithms are not satisfactory. Therefore, there is a need to improve the accuracy performance for 

better decision making in disease diagnosis. 

Sultana and Haider [25] deals with chronic disease prediction techniques by analysing data from 

historical health records using Naïve Bayes, Decision Tree, Support Vector Machine (SVM) and 

Artificial Neural Network (ANN). A comparative study is conducted on the classifiers to measure better 

performance in terms of accuracy rate. From this experiment it is found that SVM gives the highest 

accuracy rate while Naïve Bayes gives the highest accuracy in diabetes. 
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Deepika and Seema [26] recommended the prediction and analysis of heart disease occurrence using data 

mining techniques. The main objective is to predict the occurrence of heart disease to enable early 

automatic diagnosis of the disease within a short period of time. The proposed methodology is also crucial 

for healthcare organisations where experts lack other knowledge and skills. It uses various medical 

attributes such as blood sugar and heart rate, age and gender to determine whether a person has a heart 

disease or not. The analyses of the dataset are calculated using the software WEKA. 

Beyene and Kamat [27] suggested risk prediction system of CVD using machine learning techniques. It 

continues as the main cause of mortality in upcoming twenty years. Its major goal is to apply the findings 

of this study to existing methodologies. Machine learning techniques are utilized to develop a clinician's 

treatment plan and diagnosis using AI. This paper briefly addresses the key modules of systems as well as 

related theories. The suggested technique combines AI and data mining to get precise results with the 

fewest errors. This study establishes a foundation for the development of a new type of risk prediction 

system in the field of CVD. 

Patil et al. [28] proposed to predict heart disease using data mining and machine learning algorithms. The 

aim of this study is to extract hidden patterns by using data mining techniques. The best algorithm J48 

based on UCI data has the highest hit rate compared to LMT. 

Gupta et al. [29] proposed an efficient system for heart disease prediction using data mining. This system 

helps physicians to make effective decisions based on certain parameters. By testing and training a 

particular parameter, it provides accuracy of 86.3% in testing phase and 87.3% in training phase. 

Saxena and Sharma [30] proposed to predict several diseases using data mining techniques. By using data 

mining techniques the number of tests can be reduced. This paper is mainly about prediction of heart 

diseases, diabetes and breast cancer etc. 

Gomathi and Priyaa [31] proposed prediction of heart diseases using ANN algorithm in data mining. Due 

to the increasing cost of diagnosis of heart diseases, there was a need to develop a new system that can 

predict heart diseases. The prediction model is used to predict the condition of the patient after evaluation 

based on various parameters like heart beat rate, blood pressure, cholesterol etc. The accuracy of the system 

is proved in Java. 

Reddy et al. [32] have recommended to develop a prediction system to diagnose heart diseases from the 

patient's medical record. While developing the system, 13 risk factors were considered for the input 

attributes. After analysing the data from the dataset, data cleaning and data integration were performed. 

Ramotra et al. [33] proposed data mining techniques and machine learning to predict heart diseases. There 

are two objectives to predict the heart system. This system does not require any prior knowledge about the 

patient's data. 2. The chosen system must be scalable to work with a large number of data sets. This system 

can be implemented using the software WEKA. The classification tools and explorer mode of WEKA are 

used for testing. Aldhyani et al. [34] developed various data mining techniques to evaluate the prediction 

and diagnosis of heart diseases. The main objective is to evaluate the different classification techniques like 

J48, decision tree, KNN, SMO and Naïve Bayes. Then the performance is evaluated and compared in 

terms of accuracy, precision, sensitivity and specificity. J48 and decision tree provide the best technique 

for heart disease prediction. Bahrami and Shirvani [35] used data mining for heart disease prediction. 
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3 | The Proposed Method 

3.1 | Association Rules 

Hidden associations between data values in a database are called association rules. The process of finding 

the association rules is called association rule discovery. The most important step in finding association 

rules is to find the set of frequent elements. Suppose I = {a, b, c, d, e} is a set of elements. Suppose D 

is a set of database records, each of T records is a subset of elements, i.e. TI. Each record has a unique 

number called TID. Frequent patterns are patterns that occur frequently in a record. For example, in a 

database related to a store's purchase history, milk and bread that are often purchased together are 

examples of frequent patterns. We indicate a set of elements containing element k with k-element set. 

For example, the set {computer, monitor} is an itemset-2. The number of repetitions of a set of items 

is repetitive if the number of repetitions of that set of items is greater than or equal to the value 

(minimum support * number of records in D). If a set of elements has the required number of 

transactions for it, we call it a set of frequent elements. In this paper, we use the B-mine algorithm. 

3.2 | B-Mine Algorithm 

The discovery of a set of frequent items is used to explore information in transaction databases. In this 

proposed method, a proposed B-table indicates a relationship between transactions and contains values 

of zero and one, and zero indicates that there is no relationship between items in a transaction. It does 

not exist, and if the value of the table contains the value of one, then it indicates that there is a 

relationship between the items in a transaction. This means that in this study, the value of one indicates 

the connection of nodes (patients). 

4 | Extraction of the Frequent Pattern 

This section consists of two parts:  

I. First mode choosing a specific disease.  

II. Second mode selecting the group of nodes (patients). 

4.1 | First Mode Choosing a Specific Disease 

One person is selected from the list of people (patients, for example, heart patients) who have common 

characteristics, and we seek to extract the nodes related to the selected person in the favorite groups, 

then the system extracts the causal rules between the selected person and the other nodes according to 

the selected person. 

The system consists of three phases. 

First phase. Creating the required system table that is made from the total database of nodes. 

I. In this system, first a person is selected, the system creates the table related to the nodes (patients) in 

question, in fact, all those who have the above disease are selected. 

II. The system will examine people who have the disease in the member groups and other people will be 

pruned. 

III. The threshold is equal to half the number of people who have the disease and is used to select nodes 

(patients) with higher accuracy. 

Second phase. At this stage, the set of the desired node is obtained. 
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I. The cumulative frequency of all nodes (patients) that the individuals have is calculated. Nodes (patients) 

whose frequency is greater than or equal to the threshold are selected. 

II. Two-member sets are made up of nodes in the previous stage, and any set that is less than the threshold 

(number of simultaneous selections) is removed. Each set includes the disease selected by the individual 

and with another disease. 

III. The previous stage to make larger sets of nodes continues until the largest set whose frequency is not less 

than the threshold is created. 

Third phase. At this stage, the obtained sets are examined according to the following two criteria. 

I. The confidence relationship is evaluated. 

II. The support relationship is evaluated. 

4.2 | Second Mode Selecting the Group of Nodes (Patients) 

In this mode, no target disease is selected for the person and the group only determines the disease (such 

as the heart group) and the system recommends some diseases to the person according to previous 

information. 

If the person chooses a disease that no one else has chosen before, the system will suggest a disease with 

its second mode. 

The procedure is as follows: 

I. The person chooses the disease group. 

II. The system creates a table for the target group. 

III. All possible rules are produced according to the threshold. 

IV. Rules that are acceptable in terms of support and confidence are presented to the person as a suggestion. 

4.3 | Pre-Processing and Preparation of Data 

Data preprocessing is the most important and time-consuming step in data mining projects. Approximately 

60 to 90 percent of the time spent on a data mining project is spent at this stage, and 75 to 90 percent of 

the success of data mining projects depends on it. The processes performed in preprocessing are 

aggregation, sampling, dimensional reduction, and data conversion, and different techniques are used for 

each of these operations, depending on the type of application that the data mining operation is to perform. 

4.4 | Investigation and Evaluation of Effective Features of the Model 

One of the most effective factors in improving the performance of data mining algorithms is the selection 

of appropriate features. In fact, choosing the right feature can be considered the main pillar of data mining. 

Many features can be used to build an intelligent model for diagnosing the presence or absence of heart 

disease. Table 1 discusses the effective features in detecting heart disease, which are described below: 

 Table 1. Introduction of all effective features in model construction. 

 

Domain Adjective Domain Adjective 

[71,202] Maximum heart rate. [29,77] Age 
[0,1] Exercise-induced angina. [0,1] Gender 
[0,62] s.t. created when testing rest-dependent exercise. [1.4] Chest pain 
[1,3] The slope of the st piece at the time of maximum exercise. [94,200] Blood pressure at rest 
[0,3] The number of veins seen on fluoroscopy. [126,564] Cholesterol 
[3,7] Thallium scan. [0,1] Fasting blood sugar 
{1,2} Class (tag) 1 = no 2 = yes. [0,2] Resting ECG results 
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5 | Dataset 

This study used the Cleveland Database, which is about heart disease, on the UCI website. The dataset 

includes 76 features, 14 of which are related to heart disease. The number of samples (records) is 303 

and they were defined in 1988. Fig. 1 shows some examples of these features. 

 

Fig. 1. Vector feature of the selection. 

The steps for building a decision tree include three steps:  

Determining the type of branch. In each node, depending on the type of data, the branch can be 

binary with multiple. For attribute values that are continuous, it is most often a binary bifurcation type, 

and if the attribute values are discrete, the bifurcation may be multiple or binary.  

Select the best feature. To select the best feature in the production of each node, you must pay 

attention to the purity and distribution of records based on classes. The bifurcation that increases the 

purity of the data with the greatest amount is the best bifurcation. To select the appropriate property 

for the node, Eq (1) is used, in which Pj is a fraction of the records labeled class j in node t, and m 

represents the number of classes. 

A. Ginny criterion.  

 

B. entropy. 

 

C. Categorization error. 

 

Determining the stop time. Determining the stop condition is one of the most important issues in 

recursive algorithms. The following modes are used to determine when the tree stops growing: 

I. All training records are in line with one class. 

II. Reach the maximum allowable depth 

III. The number of records in the current node is less than the threshold value. 

IV. The selection criterion is less than the threshold value. 

j 1

m 2
j  Gini(t) 1 p  .

=
= −  

(1) 

( ) ( ) ( )
m

j 1
Entropy t p j|t log p j|t   .

=
= −  (2) 

( ) ( ) Error t 1 max p|t .  = −  (3) 
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A description of the decision tree for detecting heart disease using the features listed below is given. 

Thal > 4.500 

|   ChestPainType > 1.500 

|   |   MajorVessels > 0.500: 2.0 {2.0=59, 1.0=6} 

|   |   MajorVessels ≤ 0.500 

|   |   |   RestBloodPressure > 109 

|   |   |   |   Oldpeak > 24: 2.0 {2.0=6, 1.0=0} 

|   |   |   |   Oldpeak ≤ 24 

|   |   |   |   |   age > 40.500 

|   |   |   |   |   |   SerumCholestoral > 266.500 

|   |   |   |   |   |   |   ExerciseInduced > 0.500: 2.0 {2.0=9, 1.0=0} 

|   |   |   |   |   |   |   ExerciseInduced ≤ 0.500: 1.0 {2.0=1, 1.0=2} 

|   |   |   |   |   |   SerumCholestoral ≤ 266.500 

|   |   |   |   |   |   |   age > 51: 1.0 {2.0=1, 1.0=10} 

|   |   |   |   |   |   |   age ≤ 51 

|   |   |   |   |   |   |   |   age > 45: 2.0 {2.0=3, 1.0=0} 

|   |   |   |   |   |   |   |   age ≤ 45 

|   |   |   |   |   |   |   |   |   age > 41.500: 1.0 {2.0=0, 1.0=3} 

|   |   |   |   |   |   |   |   |   age ≤ 41.500: 2.0 {2.0=1, 1.0=1} 

|   |   |   |   |   age ≤ 40.500: 2.0 {2.0=5, 1.0=0} 

|   |   |   RestBloodPressure ≤ 109: 1.0 {2.0=0, 1.0=3} 

|   ChestPainType ≤ 1.500: 1.0 {2.0=2, 1.0=6} 

Thal ≤ 4.500 

|   Oldpeak > 35.500: 2.0 {2.0=3, 1.0=0} 

|   Oldpeak ≤ 35.500 

|   |   MajorVessels > 2.500: 2.0 {2.0=5, 1.0=1} 

|   |   MajorVessels ≤ 2.500 
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|   |   |   RestBloodPressure > 167: 2.0 {2.0=2, 1.0=1} 

|   |   |   RestBloodPressure ≤ 167: 1.0 {2.0=23, 1.0=117} 

6 | Evaluation Criteria 

Different evaluation criteria are used in different issues, but some evaluation criteria are used in many 

studies as they are standard. The evaluation criteria are as follows: 

− True Positive (TP): The disease is classified correctly as the disease. 

− False-positive (FP): The disease is classified incorrectly as similar cases. 

− True Negative (TN): Similar cases are classified correctly as the similar cases. 

− False Negative (FN): Similar cases are classified incorrectly as a disease. 

− Precision criterion: This criterion is calculated by the following equation. In this equation, TP is the number of 

data that is correctly detected and FP is the number of data that is detected incorrectly as positive. 

 

 

Recall criterion the following equation is used to calculate it. In this equation, TP is the number of data 

that is detected correctly as positive and FN is the number of data that is detected incorrectly as negative. 

 

F-measure criterion. This criterion is calculated from the following equation, which is a criterion 

between recall and precision. 

 

 

7 | Accuracy Criteria (ACC) 

It is the ratio of the sensitivity criterion to the precision criterion. It is calculated as the accuracy criterion 

of the algorithm.  

 

 

8 | Experiments 

In this section, the numerical results of the proposed method are presented in comparison with collinear 

algorithm algorithms. This comparison has been made for examples in different situations and 

challenges. MATLAB software has been used to implement the proposed method. 

8.1 | Experiment 1: Algorithm Results 

To demonstrate the accuracy, sensitivity, and feature of the classifier, the proposed algorithm is 

examined. Thus, the results of the algorithm for seven types of heart disease have been calculated 

separately: 

 

Tp
precision .

TP FP
=

+
 (4) 

Tp
Recall .

TP FN
=

+
 (5) 

2 * Recall * precision
F1 .

RECALL PRECISION
=

+
 (6) 

TP TN
.

TP FP FN TN

+

+ + +
 (7) 
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− Atherosclerosis, 

− Cardiovascular disease, 

− Rheumatic heart disease, 

− Congenital heart disease, 

− Myocarditis, 

− Angina, 

− Arrhythmia. 

The results of the classification are shown in Table 2. This table of the proposed method has high accuracy 

and sensitivity. 

 Table 2. List of Arc lengths. 

 

 

 

 

8.2 | Experiment 2: Comparison of Results 

Soni et al. [2] methods have been used to compare and evaluate the proposed method with other methods. 

The researchers used K-means clustering techniques and the Markov chain to classify heart disease, 

respectively. 

8.2.1 | Comparison of average F-score 

Accuracy is defined as the number of correct directions of the class to the total number of input data. This 

test has been repeated 10 times with different data numbers, and each time the accuracy has been calculated 

separately. This criterion shows that up to what percent the system has been able to correctly diagnose the 

disease in the data and non-disease, and the ratio is the sensitivity criterion to the accuracy criterion 

calculated as the accuracy criterion of the proposed algorithm. And the result of comparing the three 

methods can be seen in Fig.2. 

 

Fig. 2. The comparison of accuracy of proposed method with other works. 

 

  Criterion  
Disease Precion Recall Accuracy 

Atherosclerosis 100 100  
Cardiovascular disease 100 100  
Rheumatic heart disease 97.22 100  
Congenital heart disease 100 92.59 98.96 
Myocarditis 96.15 100  
Angina 100 100  
Arrhythmia 98.46 99.24  
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In the proposed method, the accuracy of heart disease classification in 70 heart data is about 0.81%, and 

if we compare this value with the value obtained from other methods, we will see improvement in this 

method. 

8.2.2 | Comparison of average F-score 

Proper data and proper pre-processing and proper data mining methods provide good results in this 

regard. The more accurate the input data, the more accurate the output of our work. So from the wrong 

input, of course, we will have the wrong output as well. The better we know about the data, the more it 

will help us enter the right data into the model structure and therefore the more appropriate output. By 

this criterion, the proposed method performed better than the previous two methods in classifying heart 

disease in the data, and the average F-score of each of the methods can be seen in Fig. 3. 

 

Fig. 3. Average F-score. 

8.2.3 | Comparison of precision criterion 

This criterion is one of the most important criteria for accuracy in heart disease classification algorithms 

in data. The precision criterion means a ratio of the negatives that the experiment marks correctly as 

negative. In mathematical terms, precision is the result of dividing TN by the sum of TN and false 

positives. The simulation result based on the above criterion is shown in Fig. 4. 

 

Fig. 4.  Comparison of precision criterion. 

In the first two steps, simulation of the proposed method is weaker than the previous two methods, but 

with the increase in the number of data, the proposed method shows good performance in classifying 

heart disease in the data. According to the proposed method diagram, about 77% have been efficient in 
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terms of precision criteria. The disadvantage of this method is the low number of data, i.e. 30, 10 and 50, 

which has less precision than the other two methods. 

8.2.4 | Comparison of precision criterion 

The next criterion in classifying heart disease in data is the Recall criterion. In other words, Recall is the 

result of dividing TP by the sum of real positives and FN. Some cases are briefly presented. Fig. 5 shows 

the simulation results for this criterion. 

 

Fig. 5.  Comparison of Recall criterion. 

In this figure, 72, 75, 79 and 83% of the sensitivity of the proposed method have been obtained for 10 to 

70 data, respectively. Based on the results obtained, the proposed method performed on average 3% better 

than the two similar methods. Also, with the increase in the number of data and inputs, the proposed 

method has a high sensitivity in classifying heart disease in the data. 

9 | Conclusion 

In recent years, there have been many important applications whose true datasets are causal data. When 

data mining techniques are considered for these causal databases, it can yield high quality results. Therefore, 

knowledge extraction from these data is important and one of the most important research topics 

conducted on this causal data is to extract frequent patterns. The extraction of frequent patterns is a very 

important field of research in data mining with a wide range of applications. Therefore, since its 

introduction, it has been the subject of numerous studies, and since databases often face over-elimination 

or change of transactions in many applications, frequent patterns extracted from them should be updated. 

In this study, an efficient approach to the diagnosis of heart disease based on abnormal features based on 

frequent pattern and the b-mine algorithm is presented. When making an association decision-making 

system, the type of structure and data mining parameters are the most important components. In this study, 

the b-mine algorithm along with decision tree in the structure of the association rules for data mining was 

used. The proposed method has a higher accuracy compared to other methods such as the Markov chain. 

The first advantage is that it has a running time of 3.12 seconds on a home computer. Extracting 

dependence association rules is one of the most important knowledge extractions in data that can save a 

lot of money and time. We intended to provide a method to do this. In addition to extracting association 

rules, we provided a model for predicting future association rules, i.e., the next data and their rules are 

predicted with the highest accuracy according to the recorded data and the extracted rules. 
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