
  Corresponding Author: eskandari@guilan.ac.ir 

                       http://dx.doi.org/10.22105/riej.2022.308916.1252 

 

E-ISSN: 2717-2937 | P-ISSN: 2783-1337 | 

Abstract 

   

1 | Introduction  

Recent years, multi-label learning has received increased attention in applications such as text 

sentiment analysis [13], music emotion recognition [23], movie content analysis [16] and image 

analysis [7], [6], [18] and [1]. Let 𝑋𝐹 = {𝑥1, 𝑥2, … , 𝑥𝑚} denote a set of 𝑛-dimensional instances 

constructed from a set of features 𝐹, such that |𝐹| = 𝑛. Then, in a multi-label data each instance 𝑥𝑖 ∈

𝑋𝐹 is assigned to a label subset 𝑦𝑖 ⊆ 𝑦, where 𝑦 = {𝑦1, 𝑦2, … , 𝑦|𝐿|} is a finite set of labels. 

Many practical multi-label data contain a very large feature space [17], [14] and [5]. Generally, most 

of the features in a large feature space are irrelevant or redundant. Such features are directly translated 

into a large number of learning parameters and hence decrease generalization performance of 

classifiers. Multi-label feature selection tries to address this issue by selecting a small subset of most 

representative and discriminative features.  
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Many multi-label feature selection algorithms are introduced in the literature [19]. Among them, 

information theoretical filter-based methods have generated much interest, because they are simple, fast 

and not biased to any special learner. Moreover, it is shown that information theoretical-based criteria, 

such as mutual information, are able to measure any kind of dependency between random variables [2]. 

Given a multi-label data (𝑋𝐹, 𝑦) with original feature set 𝐹 and label set 𝑦, the goal of information 

theoretical filter-based multi-label feature selection is to identify the smallest feature subset 𝑆 ⊂ 𝐹 such 

that 𝐼(𝑋𝑆, 𝑦) = 𝐼(𝑋𝐹, 𝑦). Finding such a subset is computationally infeasible because all possible subsets 

of 𝐹 should be evaluated. Therefore, the existing multi-label feature selection methods try to generate 

informative subsets using criteria called evaluation functions. An evaluation function takes a feature 𝑓 ∈

𝐹 as input and returns a goodness value 𝐽(𝑓). Different methods can be specified based on the evaluation 

function they use. Generally, these algorithms start with an empty selected subset and gradually add the 

features that have the best evaluation values. 

As an emerging research direction, information theoretical filter-based multi-label feature selection is a 

well-studied problem, with several algorithms and evaluation functions introduced in the literature [3], 

[11], [9], [8], [7], [25], [10] and [24]. However, to the best of our knowledge, there is no comprehensive 

open-source packages existing for this problem. Therefore, the open-source library called Python-Based 

Information Theoretical Multi-Label Feature Selection (PyIT-MLFS) is developed. The author hopes 

that it will facilitate the efforts on this novel research direction. 

The unique contributions of PyIT-MLFS are: 1) it is the first comprehensive opensource library for 

implementing algorithms of information theoretical filter-based multilabel feature selection, 2) It 

provides the state-of-the-art algorithms in the field, including one problem transformation method that 

converts multi-label data into single-label data and eight algorithm adaptation methods that try to select 

informative features from multi-label data directly, 3) It is written in Python, a dominant language in 

machine learning and data mining tasks, so that it can be used as a pre-processing tool alongside other 

well-known Python-based libraries, such as scikit-learn [15] and scikit-multilearn [20]. 

2 | Information Theory 

Information theory provides effective tools to measure different types of correlations (linear and non-

linear) between features. Thereupon this thory is widely used in feature selection [22]. In this section, 

the theory is defined, focusing on entropy and mutual information concepts. In this section, the theory 

is defined, focusing on entropy and mutual information concepts.  

For a discrete random variable X, the entropy is defined as. 

 

𝐻(𝑋) quantifies the uncertainty present in the distribution of X. If 𝐻(𝑋) = 1, then there 

is no certainty about the outcome of 𝑋. In contrast, if 𝐻(𝑋) = 0 then the outcome of X 

can be predicted perfectly. The conditional entropy of X given Y, is defined as: 

 

𝐻(𝑋|𝑌) quantifies the amount of uncertainty remaining in 𝑋 given the random variable 

Y is known. The Mutual information is defined as the reduction in the entropy of one 

random variable due to the knowledge of the other. Mutual information of two random variables X and 

Y, is defined as: 

 

H(X) = − ∑ p(x) log p(x)

x∈X

. (1) 

H(X|Y) = − ∑ ∑ p(x, y) log p(x|y)

x∈Xy∈Y

. (2) 

I(X; Y) = H(X) − H(X|Y). (3) 
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3 | Implemented Algorithms  

Table 1 lists the algorithms implemented by PyIT-MLFS. For each algorithm, this table reports its type (PT 

= Problem Transformation and AAD = Algorithm Adaptation), evaluation function and computational 

complexity. A problem transformation method converts the multi-label data into a single-label one and 

consequently use traditional single-label feature selection algorithms to select the best subset. On the other 

hand, an algorithm adaptation method selects informative features from multi-label data directly. Its worth 

noting that all the implemented algorithms are filter-based methods. Each candidate feature is evaluated 

using a model-independent criteria that describes general characteristics of the training data. Therefore, the 

subsets selected by PyIT-MLFS algorithms are not biased to any special classifier. 

Table 1. List of the multi-label feature selection approaches provided with the PyIT-MLFS.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 1 reports their type, evaluation function and computational complexity. As for the evaluation 

function, 𝑃𝑃𝑇(. ) is the label transformation function, S is the current selected subset, 𝐻(. ) and 𝐻(. , . ) 

represent the entropy and joint entropy, espectively, and 𝐼(. , . ), 𝐼(. , . , . ) and 𝐼(. , . |. ) represent mutual 

information, multi-variate mutual information, and conditional mutual information, respectively. 

No Acronym Type Evaluation Function 
Computational 
Complexity 

1 
PPT-MI 
[3] 

PT J(f) = I(XF−S, PPT(y)) − I (XF−S−{f}, PPT(y)) O(|F|2) 

2 
IGMF 
[11] 

AAD J(f) =  
2 × (H(f) + H(y) − H(f, y))

H(f) + H(y)
 O(|F||L|) 

3 D2F [9] AAD J(f) = ∑ I(f, yi) −  ∑ ∑ I(f, fi, yj)

yj∈yfi∈Sli∈y

 O(|L||F|2 + |L||F|3) 

4 PMU [8] AAD 

J(f) = ∑ I(f, yi) −  ∑ ∑ I(f, fi, yj)

yj∈yfi∈Syi∈y

− ∑ ∑ I(f, yi, yj)

yj∈yyi∈y

 

O(|L||F|2 + |L||F|3

+ |L|2|F|^2) 

5 
MDMR 
[12] 

AAD 

J(f) = ∑ I(f, yi) −  ∑ ∑ I(f, fi, yj)

yj∈yfi∈Syi∈y

− ∑ ∑ I(f, yi, yj)

yj∈yyi∈y

 

O(|L||F|2 + |L||F|3

+ |L|2|F|2) 

6 SCLS [10] AAD J(f) = ∑ I(f, yi) −  ∑
I(f, f j)

H(f)
∑ I(f, yi)

yi∈yfj∈Sli∈y

 O(|F|3 + |L||F|2) 

7 LRFS [24] AAD J(f) =  ∑ ∑ I(f, yj|yi)

yj∈y.yi≠yjyi∈Y

−
1

|S|
∑ I(f, f j)

fj∈S

 O(|F|3 + |L|2|F|2) 

8 
LSMFS 
[25] 

AAD 

J(f)

= ∑
ЃЄЄ
ЄЄ
ЂЄЄ
ЄЄ
Ё

I(f, yi)   

yi∈y

+ ∑ max{0, I(f, yi, yj)}

yj∈y,yi≠yj
ЇЄЄ
ЄЄ
ІЄЄ
ЄЄ
Ѕ

− ∑ I(f, f j) 

fj∈S

 

O(|F|3 + |L||F|2 + |L|2|F|2) 

9 
MLSMFS 
[25] 

AAD 

J(f) = ∑ ൳I(f, yi) +  max
yj∈y,yi≠yj

{0, I(f, yi|yj)}൶
yi∈y

− ∑ I(f, f j) 

fj∈S

 

OሺȁFȁ3 + ȁLȁȁFȁ2

+ ȁLȁ2ȁFȁ2ሻ 
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4 | Architecture of PyIT-MLFS 

The major structure of PyIT-MLFS (Fig. 1) is written on top of three Python libraries, NumPy [4], 

Pyitlib1, and scikit-multilearn [20]. NumPy is the fundamental package for scientific computing in 

Python that provides efficient algorithms on multidimensional arrays, such as sorting, selecting, 

reshaping, and I/O. Pyitlib is a library of information-theoretic methods for data analysis. Scikit-

multilearn is a scikit-learn compatible [15] multi-label classification library. It provides implementations 

of the most popular algorithms on multi-label data, including the well-known MLKNN classifier as well 

as popular approaches from scikit-learn as base classifiers.  

PyIT-MLFS consists of four main parts: 1) the IM (Information Measures) module, 2) the data module, 

3) the MLFS (Multi-Label Feature Selection) package, and 4) the hight-level PyIT-MLFS module. The 

IM module provides different informationtheoretical measures for calculating relevance and redundancy 

values. The data module provides different data-related functionalities, abstracted in read data method. 

This method is able to read train/test data from local csv files. It is also able to download data from 

Mulan Library [21]. The MLFS package contains the implementations of different multi-label feature 

selection algorithms listed in Table 1. Each algorithm in this package provides two operations, rank and 

select: in the former, the importance of each individual feature in feature space is evaluated; in the latter, 

the final subset of features to be selected is provided. The PyIT-MLFS module is a high-level enduser 

interface for running different algorithms on different datasets and evaluating their speed and accuracy. 

 

 

Fig. 1. Architecture of PyIT-MLFS. 

 

                       

1 https://pafoster.github.io/pyitlib/ 
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5 | PyIT-MLFS for End-Users 

Although PyIT-MLFS can be used to develop new algorithms, the most appealing characteristic of PyIT-

MLFS is that it is enables the end-users to test and compare different already implemented information 

theoretical filter-based multi-label feature selection algorithms. Such a comparison can be made through 

the following general command: 

where each 𝑑𝑖 is a dataset, each ai is an algorithm from those listed in Table 1, each 𝑐𝑖 is a multi-label 

classifier, and each 𝑚𝑖 is a metric for evaluating the quality of the classifiers on feature subsets of different 

sizes. For example the following command ranks the features of ’emotions’ dataset (from Mulan library) 

using ’LRFS’ and ’PPT MI’ methods, then classifies the datasets using ’MLKNN’ classifier and finally 

evaluates the classfication results using two metrics namely ’hamming loss’ and ’label ranking loss’. The 

results are depicted in Fig. 2 and Fig. 3.  

 

Fig. 2. The results on emotions dataset (left) hamming loss, (right) label ranking loss. The running times 

to rank all the features using LRFS and PPT-MI are 14 and 4 seconds, respectively. 

 

Fig. 3. The results on medical dataset (left) hamming loss, (right) label ranking loss. The running times to 

rank all the features using LRFS and PPT-MI are 10778 and 92 seconds, respectively. 
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6 | Conclusion and Future Works 

This paper presents PyIT-MLFS, a Python-based information theoretical filter-based multi-label feature 

selection library that provides nine state-of-the-art algorithms from the literature as well as easy-to-use 

tools to develop new algorithms. Future versions of PyIT-MLFS will integrate new developed methods. 

Moreover, it will add the ability to read data from various formats (in addition to csv files). 
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