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A B S T R A C T

In the real world, the overall quality of a product is often represented partly by the measured values of some quantitative variables and partly by the observed values of some ordinal variables. The settings for the manufacturing processes of such products are required to be optimized considering the quantitative as well as the ordinal response variables. But the simultaneous optimization of the quantitative and the ordinal response variables are rarely attempted by the researchers. In this paper, a new approach for simultaneous optimization of quantitative and ordinal responses are presented, which are developed by integrating multiple regression techniques, ordinal logistic regression technique, and Taguchi’s Signal-to-Noise Ratio (SNR) concept. The effectiveness of the proposed method is evaluated by analyzing two experimental data sets taken from the literature. The comparison of results reveals that the proposed method leads to the best optimal solution with respect to the total SNR as well as the Mean Square Error (MSE) of individual responses.
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1. Introduction

For survival in today’s highly competitive world, it is essential for a manufacturing organization to produce the high quality product consistently, and one of the basic requirements towards achieving this goal is to use the optimal process setting at every stage of the manufacturing operations. Over the years, Taguchi’s robust design method [1] has gained the maximum popularity among the engineers for accomplishing the task of optimization of process parameters. Taguchi [1] applied the quality loss function to evaluate the product quality and employed Signal-to-Noise Ratio (SNR) with simultaneous consideration of achieving the target and reducing the
variability around the target value of the response variable. However, Taguchi [1] focused on optimization of a single quality characteristic only; whereas most of the modern manufacturing processes usually have several response variables. Therefore, many researchers were motivated to develop the appropriate methodologies for multi-response optimization. A branch of research has been directed towards developing the methodologies using the classical statistical techniques like response surface methodology and optimization search algorithms [2-7]. But, these approaches are mathematically rigorous and consequently are not easy to implement in industries. Several other researchers have taken interest in developing appropriate methodologies for optimizing multiple responses under Taguchi’s robust design framework [8-12]. However, all these researchers make an implicit assumption that all the responses are quantitative variables, and thus, their proposed methodologies for multi-response optimization are applicable only if all the response variables are quantitative in nature.

But, in reality, often many aspects of quality of a product are required to be measured by expert judgment or by comparison with a standard, and these measures are expressed qualitatively like ‘very poor’, ‘poor’, ‘average’, ‘good’, ‘very good’, etc. Often, some quality characteristics of a product are the ordered categorical variables (ordinal variables). Some examples of quality characteristics that are measured as ordinal variables are taste or crispiness of biscuit-poor, average, good; grades of bricks-standard, chipped or cull [13]; corking and closing quality in the bottles of liqueurs-reject, poor quality, medium quality, good quality and excellent quality [14]; classification of wafer based on etched profile-negative, normal or positive [15]; classification of flush in toothbrushes based on the length-slight flush, small flush, medium flush and large flush [16]. The defect categories in case of attachment of rubber gaskets to the body portion of automobile hood hinges with a contact adhesive [17] are another example of an ordinal response variable. Often, owing to the inherent nature of the quality characteristic or the convenience of the measurement technique and cost-effectiveness, many aspects of the quality of products are measured in terms of ordinal data. This fact took attention of Taguchi [1] and proposed Accumulation Analysis (AA) method for optimization of an ordinal response. In this method, the number of observations by categories are converted to the number of observations by cumulative categories and then, the probabilities for the cumulative categories are computed. Taguchi recommends use of Omega (Ω) transformation (which is essentially logit transformation) to predict the defect counts from the probabilities for the cumulative categories. Subsequently, the several authors [18-24] critically investigated Taguchi’s AA method and observed some weaknesses in Taguchi’s AA method. As highlighted by them, the main weakness of Taguchi’s AA method is that although it has reasonable power for detecting location effects, it performs poorly in identifying the dispersion effect. Many researchers have proposed some alternative approaches for optimizing an ordinal response, e.g. scoring schemes approach [22], Bayesian Generalized Linear Modeling (BA-GLM) approach [24], Weighted Probability Scoring Scheme (WPSS) approach [25], Weighted Signal-to-Noise Ratio (WSNR) approach [26], expected loss minimization approach [27], and heuristic/meta-heuristic approach [28].
However, in real world, the complete quality of a product is often represented partly by measured values of some quantitative response variables and partly by the measured (judged) values of some ordinal response variables. In such cases, the analysis of quantitative response variables and ordinal response variables separately usually are not much useful. This is because the optimal parametric settings with respect to the quantitative response variables and the ordinal response variables are different. For resolving the conflict in the optimal factor levels, the process engineer is required to use his/her relevant experience and engineering knowledge, implying that the uncertainty in the optimal factor levels will be increased.

An appropriate methodology which is capable of optimizing simultaneously the quantitative as well as ordinal variables can truly satisfy the practical need of the industries. It is observed from the extensive survey of literature that only Wu [17] and Hsieh and Tong [29] have attempted to optimize the quantitative and ordinal response variables simultaneously under Taguchi’s framework of robust design approach. Wu [17] treated the ordinal data as continuous variable. Assuming the lower bound of a defined category as the weight for that category, he computed the weighted average quality loss for the ordinal data. Then, he computed total quality loss for all response variables and transformed it to SNR, which is maximized to derive the optimal process settings. On the other hand, Hsieh and Tong [29] applied artificial neural networks for simultaneous optimization of the quantitative and ordinal responses. The problem with Wu’s [17] approach is that it does not lead to efficient optimal solution. On the other hand, Hsieh and Tong’s artificial intelligence–based techniques [29] does not help engineers to learn efficient engineering experiences during the period of the optimizing process. Also, it is quite difficult to be employed in industries. In this article, a new procedure for simultaneous optimization of quantitative and ordinal response variables is proposed, which results in superior optimization performance with respect to total SNR and MSE of individual response variables. In the proposed method, a new performance metric is defined that integrates logistic regression technique, multiple regression technique and Taguchi’s SNR concept. The process parameter is optimized by maximizing the developed performance metric.

This article is organized as follows. Section 2 describes the framework of the proposed method for simultaneous optimization of the quantitative and ordinal response variables. The necessary steps for implementing of the proposed method are summarized in Section 3. Analysis of two sets of the past experimental data and related results are presented in Section 4. The future scope and the limitations of the present research are discussed in Section 5. The article is concluded in Section 6.

2. The Framework of the Proposed Method

The proposed method for simultaneous optimization of the quantitative and ordinal response variables is developed based on the Pal and Gauri’s concept [12] of multiple regression based Weighted Signal-to-Noise Ratio (MRWSN) method for simultaneous optimization of the multiple quantitative response variables. Pal and Gauri’s main idea [12] was to predict the first
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means and the variances of the response variables based on the appropriately fitted multiple regression equations and then to compute SNRs using the predicted values instead of the observed values. It is well established that the probabilities in each category of the ordinal variable can be predicted by using the ordinal logistic regression model [18]. Jeng and Guo [25] showed that the MSE value can be computed from the predicted probabilities of the ordinal response variable and then, MSE value can be transformed into SNR value. Therefore, it is believed that the concept of MRWSN method can easily be extended in the cases where the simultaneous optimization of quantitative and ordinal response variables are required.

Suppose, the settings of \( m \) control factors \((x_1, x_2, \ldots, x_m)\) are required to be optimized with respect to \( r \) continuous response variables and \( s \) ordinal response variables (each ordinal response have \( k \) levels or categories). Suppose, for the purpose of optimizing the process settings, an orthogonal experimentation with \( n \) trial runs is designed and each trial run is replicated \( q \) times. In each replication, values of all the response variables are observed. Optimization such a process using the proposed method would require (i) fitting appropriate multiple regression equations for the means and variances of the quantitative responses, (ii) fitting appropriate ordinal logistic regression equations for the ordinal responses, (iii) computation of SNR values from the predicted means, variances, and cumulative probabilities, (iv) obtaining overall performance index and (v) optimizing the overall performance index.

2.1 Fitting Regression Equations for Means and Variances of the Quantitative Responses

In an experimentation set up, the different levels of the control factors in a trial run are represented by the numerical values like 1, 2, 3, etc. (i.e. each trial run has different set of level values of the input variables (control factors) \( X \). On the other hand, the actual mean and the variance of each quantitative response variable in each trial can be obtained from the \( q \) replications. Thus, using these set of level values of the input variable \( X \), the computed means and the variances corresponding to \( n \) trial runs, the appropriate multiple regression equations for predicting the means, and the variances of different quantitative response variables can be established easily.

The multiple regression models for mean and variance of \( ith \) quantitative response variable \((Y_i)\) \((i= 1, 2, 3,\ldots,r)\) are given in Eqs. (1) and (2), respectively. Here, the logarithm transformation of variance is used to ensure positive value of the variance at any combination of the input variables.

\[
\mu_{Y_i} = \theta_0 + \theta_1 x_1 + \theta_2 x_2 + \cdots + \theta_m x_m + \theta_{m+1} x_1^2 + \cdots + \theta_{p_1} x_{m-p_1} x_m + \varepsilon_1, \tag{1}
\]

\[
\log(\sigma_{Y_i}^2) = \delta_0 + \delta_1 x_1 + \delta_2 x_2 + \cdots + \delta_m x_m + \delta_{m+1} x_1^2 + \cdots + \delta_{p_2} x_{m-p_2} x_m + \varepsilon_2, \tag{2}
\]

where \( \theta_i 's \) and \( \beta_i 's \) are regression coefficients, \( m \) is the number of input variables (control factors), \( p_1 \) and \( p_2 \) are the total number of regressor terms in respective equations and \( \varepsilon_1 \) and \( \varepsilon_2 \) are random errors. Generally, it is assumed that \( \varepsilon 's \) is independently and normally distributed
with mean value as zero and with constant variance \( \sigma_e^2 \). It is important to note that the regression equations of mean and variance for a quantitative response may not include the same terms as regression variables. There may be some square terms or cross terms which may appear in the regression equation for mean but may not appear in the regression equation for variance and vice versa. But, the number of regression terms in any equation should be smaller than the number of trial runs in the designed experiment.

The regression coefficients of these regression models can be obtained by the least square method. The option of performing multiple linear regression analysis is available in Microsoft Excel and in many statistical software packages, e.g. Minitab and STATISTICA. Using these packages, the appropriate multiple regression equations can be established; however, diagnostic checks must be performed for validating each fitted regression equations. The adequacy of fitted model can be checked using ANOVA and an \( F \)-test for significance of regression. Any kind of the possible anomalies can be detected by examining residual analysis in terms of various plots, e.g. normality plot of residuals, plot of residual versus individual regression variable, etc. If after the diagnostic checks no serious violations of model assumptions are detected, then the regression equations are assumed to be adequate to predict means and variances of the response variable.

2.2 Fitting Ordinal Logistic Regression Equations for Ordinal Responses

Let us assume that an ordinal response variable \( Y \) has \( k \) number of the ordered categories denoted by 1, 2, …, \( k \), where \( k \geq 3 \) and is integer. The number of observations (frequencies) in each category in an experimental run can be obtained from \( q \) number of the repeated samples corresponding to the experimental run. These frequencies can easily be converted into the individual and the cumulative probabilities for each \( k \) categories. Using the ordinal logistic regression, these cumulative probabilities are modeled as a function of input variables (control factors). Generally, a logit transformation of the cumulative probabilities are used as a link function while model the cumulative probabilities as a function of input variables and accordingly; this type of ordinal logistic regression models are named as cumulative logit models. If there are \( k \) categories for an ordinal variable \( (Y) \), then there will be \( k-1 \) cumulative logit models for describing first \( k-1 \) cumulative probabilities of \( Y \). The cumulative probability for the last \( k^{th} \) category is always equal to 1.

Let \( p_i \) denotes the probability that the \( u^{th} \) sample of the ordinal response variable \( Y \) falls in \( i^{th} \) category, that is \( p_i = P(y_u = i) \), where \( i = 1,2,...,k \) and \( u = 1,2,...,q \). The transformation \( \text{logit}[p_i] = \ln \left( \frac{p_i}{1-p_i} \right) \) is called the logit transformation of probability \( p_i \). Logit of the cumulative probability up to \( i^{th} \) category is defined as

\[
\text{logit}[P(y_u \leq i)] = \ln \frac{P(y_u \leq i)}{1 - P(y_u \leq i)}, \quad i = 1,2,...,k-1; \ u = 1,2,...,q \tag{3}
\]
These logits of cumulative probabilities are modeled as the function of $m$ input variables (control factors) $x_1, x_2, \ldots, x_m$ as shown below:

$$\text{logit}[P(y_u \leq i)] = \alpha_i + \beta_1 x_1 + \beta_2 x_2 + \cdots + \beta_m x_m, \quad i = 1, 2, \ldots, k - 1; u = 1, 2, \ldots, q$$

(4)

The effect of input variables will be the same in all cumulative logit models for different categories of the ordinal variable $Y$ that means the values of $\beta_j$ coefficients ($j = 1, 2, \ldots, k - 1$) are the same in all $k - 1$ logit models. The only difference in these models is in the intercepts, i.e. $\alpha_i$ values. The $\{\alpha_i; i = 1, 2, \ldots, k - 1\}$ is increasing in $i$ because the cumulative probability $P(y \leq i)$ increases in $i$ and the logit transformation is an increasing function of this cumulative probability.

From the cumulative logit models, the cumulative probabilities of $i$th category of the ordinal variable $Y$ can be computed as

$$P(y \leq i) = \frac{\exp(\alpha_i + \sum_{j=1}^{m} \beta_j x_j)}{1 + \exp(\alpha_i + \sum_{j=1}^{m} \beta_j x_j)}, \quad i = 1, 2, \ldots, k - 1$$

(5)

From the cumulative probabilities of first $k-1$ categories, the individual probabilities of each of the $k$ categories can be obtained. The individual probability of $i$th ($i = 1, 2, \ldots, k$) category can be computed using Eq. (6). By multiplying the individual probabilities for different categories by the sample size $q$, the expected frequencies in each of the $k$ categories of the ordinal response variable can be obtained. The regression coefficients of the ordinal logistic regression models can be obtained by using any statistical package, e.g. Minitab, SPSS, etc. However, the usual goodness-of-fit tests and the diagnostic checks must be performed for validating the cumulative logit models for the ordinal data.

$$P(y = i) = \begin{cases} 
\frac{\exp(\alpha_i + \sum_{j=1}^{m} \beta_j x_j)}{1 + \exp(\alpha_i + \sum_{j=1}^{m} \beta_j x_j)}, & \text{for } i = 1 \\
\frac{\exp(\alpha_i + \sum_{j=1}^{m} \beta_j x_j)}{1 + \exp(\alpha_i + \sum_{j=1}^{m} \beta_j x_j)} - \frac{\exp(\alpha_{i-1} + \sum_{j=1}^{m} \beta_j x_j)}{1 + \exp(\alpha_{i-1} + \sum_{j=1}^{m} \beta_j x_j)}, & \text{for } i = 2, 3, \ldots, k - 1 \\
\frac{\exp(\alpha_{k-1} + \sum_{j=1}^{m} \beta_j x_j)}{1 + \exp(\alpha_{k-1} + \sum_{j=1}^{m} \beta_j x_j)} & \text{for } i = k.
\end{cases}$$

(6)
2.3 The Signal-to-Noise Ratio (SNR)

2.3.1 SNR for quantitative response variables

Taguchi’s robust design method aims at achieving a target value of the response quality characteristic and minimizing variability around the target value. Accordingly, Taguchi [1] proposes to consider SNR as the measure of performance. The most notable aspect of SNR is that it combines the location and the dispersion of a quantitative response variable in a single performance measure. Taguchi [1] has defined different SNRs for different types of quantitative quality characteristics as follows:

For Smaller-the-Better (STB) type of characteristic,

\[ SNR = -10 \log_{10} \left( \frac{1}{n} \sum_{i=1}^{n} y_i^2 \right) \]  

(7)

For Larger-The-Better type (LTB) of characteristic,

\[ SNR = -10 \log_{10} \left( \frac{1}{n} \sum_{i=1}^{n} \frac{1}{y_i^2} \right) \]  

(8)

For Nominal-The-Best (NTB) type of characteristic,

\[ SNR = 10 \log_{10} \left( \frac{\mu_y^2}{\sigma_y^2} \right) \]  

(9)

where \( \mu_y \) and \( \sigma_y \) are the mean and standard deviation of the response variable \( Y \).

The SNRs are always expressed in decibels irrespective of the measurement units of the quality characteristics, and according to the Taguchi philosophy the higher SNR values are desirable irrespective of the type of the quality characteristics.

On the other hand, statistically, an appropriate performance measure for a NTB type quantitative response variable can be the Mean Square Error (MSE) value [30] and it is expressed as follows:

\[ MSE = \frac{1}{n} \sum_i (y_i - T)^2 = (\mu_y - T)^2 + \sigma_y^2, \]  

(10)

where \( T \) is the specified target for the response variable \( Y \) and \( n \) is the number of observations. It may be noted that the MSE function combines the location and the dispersion effects of the response variable. If the expected value of the response variable is very close to its target value with reasonably low variability, the MSE value for the variable will be quite small. So, minimization of the expected MSE is in agreement with the Taguchi’s robust design philosophy of achieving the target value of a response variable with minimum variability around the target value.
2.3.2 SNR for ordinal response variables

Jeng and Guo [25] proposed a Weighted Probability Scoring Scheme (WPSS) for computing the location and the dispersion effects in case of an ordinal response variable. In this method, the categorical data is listed first in a progressively undesirable order and then, the more desirable category is given more weighted to make the location effect as the Larger-the-Better (LTB) type quantitative response variable. Let, there are $K$ categories of an ordinal quality characteristic with first category representing the best quality and a weight $W_K = K - (k - 1)$, $k = 1, 2, ..., K$ is assigned to each category. The location score $W$ and the dispersion score $d^2$ for a particular setting combination is then defined as

$$W = \sum_{k=1}^{K} w_k p_k \quad (11)$$

$$d^2 = \sum_{k=1}^{K} [w_k p_k - (Target \ value)_k]^2, \quad (12)$$

where $p_k$ is the proportion of observation in $k$th category, and the target values are defined as $[K, 0, 0, ..., 0]$ for Categories 1, 2, ..., $K$, respectively.

As it can be observed from Eq. (10), the location and the dispersion effects can be combined in the MSE function; therefore, Jeng and Guo [25] have recommended to consider the MSE value as the performance measure for the ordinal response variable. By considering the location scores as LTB type of the quantitative characteristic, they derived that the approximated expected value is

$$E[MSE] \approx \frac{1}{W^2} \left(1 + \frac{3d^2}{W^2}\right). \quad (13)$$

This MSE measure can then be transformed into the SNR by the following equation:

$$SNR = -10 \log_{10}(MSE) \approx -10 \log_{10} \left[\frac{1}{W^2} \left(1 + \frac{3d^2}{W^2}\right)\right] \quad (14)$$

2.4 Formulation of the Performance Index

While the multiple regression models for the means and the variances of the quantitative response variables are established, the mean and the variance for each quantitative response variable at an arbitrary setting combination (say, existing setting combination) of the control factors can be predicted easily using the respective fitted regression equations. Using these predicted values, SNR of the individual quantitative response variables at the chosen setting combination can be computed by using appropriate formulas given in Section 2.3.1. Similarly, while the ordinal logistic regression model for an ordinal response variable is established, the probabilities in each category of the ordinal variable at the chosen setting combination can be predicted by using the
fitted ordinal logistic regression equations. Using these predicted probabilities, the location score \( W \) and the dispersion score \( d^2 \) can be computed and then, SNR value of the ordinal response variable at the chosen setting combination can be obtained using Eqs. (11-14). Since, all these SNRs are computed using the predicted values arising out of different fitted regression equations, they may be called as predicted response based SNR (PRSNR).

For the purpose of simultaneous optimization of the quantitative and ordinal response variables, the weighted sum of PRSNR values (WPRSNR) of the individual response variables may be considered as the overall performance metric, and according to Taguchi philosophy, the higher WPRSNR value is desirable. The overall performance metric, WPRSNR, at the chosen setting combination can be obtained as

\[
WPRSNR = \sum_{j=1}^{r+s} (w_j \times PRSNR_j) . j = 1, 2, ..., r + s .
\]

Where \( PRSNR_j \) is the predicted response based SNR of \( j^{th} \) response variable at the chosen setting combination, \( w_j \) is the weight for the \( j^{th} \) \( (j = 1, 2, 3, ..., r + s) \) response, and \( \sum w_j = 1 \). Here, \( r \) is the number of quantitative response variables and \( s \) is the number of ordinal responses variables. It is recommended to consider \( w_j = 1/(r+s) \) if the relative importance of the response variables is unknown.

It may be worth to mention here that although MSE is statistically valid and well accepted performance measure for a response variable, the multivariate MSE function is not considered as the overall performance measure. This is because MSE function may has different units of measurements for individual response variables and then, it will be quite difficult to explain the unit of the multivariate MSE function. Moreover, the target values for STB and LTB types of response variables are usually unknown. However, an independent estimation of the MSE values for the individual response variables at the optimal setting can reveal how good the optimization is in a proper statistical sense. In that case, the MSE values for STB and LTB type response variables may be computed considering zero and largest observed value as the target values for the STB and LTB type response variables, respectively.

2.5 Optimization of the Performance Index

It is important to note that WPRSNR is a function of some predicted values, which is function of the control factor levels too. Thus, WPRSNR is essentially a function of the control factor levels. So, the object of optimization is to determine the level values of the control factors (input variables) that maximize the WPRSNR value.

The task of determining optimal level values of the control factors can be accomplished by changing level values of the input variables and comparing the WPRSNR result values. The ‘Solver’ tool of Microsoft Excel package is very effective for performing such enumerative
search and finding the optimal level values for the input variables. The ‘Solver’ tool employs the Generalized Reduced Gradient (GRG) method for optimization proposed by [5]. While running the ‘Solver’ tool, it is necessary to specify the range of levels for the input variables. In certain cases, where the input variable takes only discrete values, the integer restriction for that input variable need to be specified. More details about using ‘Solver’ tool is available in Pal and Gauri [12].

While the optimal condition, i.e. the optimal level values of the control factors is determined, the expected values of each quantitative response variable at the optimal condition can be predicted using the respective fitted multiple regression equations. The expected probabilities in each category of the ordinal variable also can be predicted using the fitted ordinal logistic regression model. These values need to be verified when the confirmatory trial is made with the optimal setting of control factors.

3. Procedure for Implementing the Proposed WPRSNR Method

The proposed WPRSNR method for simultaneous optimization of the quantitative and ordinal response variables can be implemented by performing computations in Excel worksheet according to the following seven steps:

**Step 1.** Identify the types of quantitative response variables, i.e. the LTB, STB or NTB type. For each experimental trial, compute the mean and variance of each quantitative response variable. On the other hand, identify the different categories for the ordinal response variable and arrange the categorical data in a progressively undesirable order. Then, compute cumulative probabilities for all categories of an ordinal response variable.

**Step 2.** Fit the appropriate multiple regression equations for predicting the means and variances separately for all the quantitative response variables using models as shown in Eqs. (1) and (2). On the other hand, establish the appropriate cumulative logit model for predicting the cumulative probability up to a given category of an ordinal response variable using Eq. (4). For an ordinal response with $k$ categories, there will be $k-1$ cumulative logit models for describing first $k-1$ cumulative probabilities.

**Step 3.** Choose an arbitrary combination of control factor levels (say and existing combination). Obtain the predicted means and the variances of all quantitative response variables using respective regression equations. Similarly, obtain the predicted cumulative probabilities for each category of the ordinal response variable using respective ordinal logistic regression models. From these cumulative probabilities, compute the individual probabilities for each category of the ordinal response variable using Eq. (6).

**Step 4.** Transform the predicted mean and variance of each quantitative response variable into PRSNR value using Eqs. (7-9) as an appropriate depending on the type of the response variable. Also, transform the predicted individual probabilities of the ordinal response variable into
location and dispersion scores using Eqs. (11-12), and then transform these scores into PRSNR value using Eqs. (13-14).

**Step 5.** Combine the PRSNRs of all individual response variables (quantitative as well as ordinal) using Eq. (15) into a single overall performance index, called WPRSNR.

**Step 6.** Using ‘Solver’ tool of Microsoft Excel package, determine the level values of the input variables (control factors) that maximize the WPRSNR value.

**Step 7.** Obtain the expected values (along with confidence intervals) of each quantitative response variable at the derived optimal setting condition using the relevant multiple regression equation. Also, obtain the expected frequencies at each category of an ordinal response variable using the relevant logistic regression equation. Then, carry out the confirmatory trial and verify that the actual results conform to the expected results.

4. Analysis and Results

For the purpose of evaluation of effectiveness of the proposed WPRSNR method in simultaneous optimization of quantitative and ordinal response variables, two sets of experimental data obtained by the past researchers are analysed and the related results are compared as two separate case studies.

4.1 Case Study 1

Aiming to optimize a polysilicon deposition process, Phadke [31] carried out the experimentation considering following six control factors (each at three levels): Deposition temperature; deposition pressure; nitrogen flow; silane flow; setting time; cleaning method; prepared the experimental layout using an $L_{18}$ orthogonal array design. The aim of the experimentation was to determine the optimal process setting with respect to following three response variables: (i) thickness (TH), (ii) surface defects (SD) per unit area and (iii) deposition rate (DR). TH and DR are continuous quantitative variables of NTB and LTB type, respectively. The target value of TH is 3600Å. On the other hand, SD is a countable quantitative variable and it is STB type. In each trial run, nine observations were taken on both TH and SD, and a single observation was made on DR. The experimental layout and the raw data set are available in Phadke [31].

Taking into consideration, the practical inconvenience of counting the number of surface defects, Wu [17] assumed that the SD data can be recorded in the following five subjective categories, listed in progressive undesirable order:

<table>
<thead>
<tr>
<th>Category</th>
<th>Defects Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>Category 1</td>
<td>0 – 3 defects</td>
</tr>
<tr>
<td>Category 2</td>
<td>4 – 30 defects</td>
</tr>
<tr>
<td>Category 3</td>
<td>31 – 300 defects</td>
</tr>
<tr>
<td>Category 4</td>
<td>301 – 1000 defects</td>
</tr>
<tr>
<td>Category 5</td>
<td>more than 1000 defects</td>
</tr>
</tbody>
</table>
Accordingly, Wu [17] transformed the observed count data on SD obtained by Phadke [31] into ordinal data of five categories. In such consideration, the problem becomes as simultaneous optimization of quantitative and ordinal responses. Wu [17] proposed a quality loss-based approach for simultaneous optimization of quantitative and ordinal responses. In this method, Wu [17] treated the ordinal data as STB type of continuous variable. Assuming the lower bound of each category as the weight for that category, he first computed the weighted average quality loss of the ordinal variable. Then, he computed the total quality loss for all response variables and transformed it to SNR, which is maximized to derive the optimal process settings.

We also transform the observed count data on SD as an ordinal response of five categories likewise Wu [17]. However, we treat SD as the ordinal variable while analyze the same experimental data of Phadke [31] using our proposed WPRSNR method. According to the implementation procedure of the proposed method (described in Section 3), the experimental data are summarized first to facilitate development of the appropriate regression equations. The computed mean and the variance of TH, the number of observations in different categories of SD and the observed DR corresponding to each trial along with the experimental layout are shown in Table 1. It may be noted that TH, SD and DR are NTB, STB, and LTB type variables, respectively.

<table>
<thead>
<tr>
<th>Exp no.</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
<th>F</th>
<th>Mean</th>
<th>Variance</th>
<th>SD by categories</th>
<th>DR</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1958.11</td>
<td>1151.36</td>
<td>0 0 0 0 0</td>
<td>14.5</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>5254.78</td>
<td>7340.19</td>
<td>5 2 2 0 0</td>
<td>36.6</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>5965.22</td>
<td>8896.19</td>
<td>1 0 6 2 0</td>
<td>41.4</td>
</tr>
<tr>
<td>4</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>2121.00</td>
<td>268.50</td>
<td>0 8 1 0 0</td>
<td>36.1</td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>1</td>
<td>4572.33</td>
<td>150254.0</td>
<td>0 1 0 4 4</td>
<td>73.0</td>
</tr>
<tr>
<td>6</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>2890.56</td>
<td>4272.28</td>
<td>1 0 4 1 3</td>
<td>49.5</td>
</tr>
<tr>
<td>7</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>3</td>
<td>3375.00</td>
<td>82640.00</td>
<td>0 1 1 4 3</td>
<td>76.6</td>
</tr>
<tr>
<td>8</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>4526.89</td>
<td>106547.1</td>
<td>3 0 2 1 3</td>
<td>105.4</td>
</tr>
<tr>
<td>9</td>
<td>3</td>
<td>3</td>
<td>1</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>3946.11</td>
<td>13569.86</td>
<td>0 0 0 4 5</td>
<td>115.0</td>
</tr>
<tr>
<td>10</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>3415.22</td>
<td>24082.94</td>
<td>9 0 0 0 0</td>
<td>24.8</td>
</tr>
<tr>
<td>11</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>2</td>
<td>2535.22</td>
<td>846.44</td>
<td>8 1 0 0 0</td>
<td>20.0</td>
</tr>
<tr>
<td>12</td>
<td>1</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>5781.22</td>
<td>5229.94</td>
<td>2 3 3 0 1</td>
<td>39.0</td>
</tr>
<tr>
<td>13</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td>2723.22</td>
<td>4604.69</td>
<td>4 2 2 1 0</td>
<td>53.1</td>
</tr>
<tr>
<td>14</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>2851.67</td>
<td>375.75</td>
<td>2 3 4 0 0</td>
<td>45.7</td>
</tr>
<tr>
<td>15</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>3200.78</td>
<td>1847.69</td>
<td>0 1 1 1 6</td>
<td>54.8</td>
</tr>
<tr>
<td>16</td>
<td>3</td>
<td>1</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>3104.78</td>
<td>6286.19</td>
<td>3 4 2 0 0</td>
<td>76.8</td>
</tr>
<tr>
<td>17</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>3</td>
<td>4074.44</td>
<td>104414.8</td>
<td>2 1 0 2 4</td>
<td>105.3</td>
</tr>
<tr>
<td>18</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>3596.33</td>
<td>185930.0</td>
<td>0 0 0 2 7</td>
<td>91.4</td>
</tr>
</tbody>
</table>

Table 1. Summarized experimental data of polysilicon deposition process [31].

In order to ensure that the predicted mean and the variance of TH are positive values always, the log transformed values of mean and variance are considered as the dependent variables for establishing the respective multiple regression equations. DR has a single observation at each trial run and therefore, the multiple regression equation is developed only for predicting of expected value of DR. These fitted equations along with $R^2$ and adjusted $R^2$ values are shown in Eqs. (16-18).
\[ \log_{10}(\mu_{TH}) = 2.857 - 0.4173A + 0.337B + 0.4589C + 0.2821D - 0.0562E - 0.1261F \\
+ 0.1033A^2 - 0.0624B^2 - 0.1014C^2 - 0.0515D^2 + 0.0172E^2 + 0.0369F^2 \]  
\[ R^2 = 0.976, R^2_{adj} = 0.92 \]  

\[ \log_{10}(\sigma_{TH}^2) = 5.35 - 3.653A - 0.377B + 3.082C + 0.425D + 0.09E - 2.614F + 0.81A^2 \\
- 0.88C^2 + 0.299F^2 + 0.511AF + 0.388BC \]  
\[ R^2 = 0.94, R^2_{adj} = 0.83 \]  

\[ \mu_{DR} = -43.95 - 7.95A + 42.1B + 16.53C + 9.58D - 2.02E - 1.65F + 10.2A^2 - 8.25B^2 \\
- 4.18C^2 + 10.2A^2 - 8.25B^2 - 4.18C^2 \]  
\[ R^2 = 0.991, R^2_{adj} = 0.98 \]  

It may be noted that \( R^2 \) and adjusted \( R^2 \) values are very satisfactory for all the fitted equations. The significance of regression and the adequacy of each model are tested using ANOVA and \( F \)-test. Residuals are further checked for normality using normal probability plot and are found satisfactory.

On the other hand, the appropriate cumulative logit models are established for the first four categories of SD based on the computed cumulative probabilities in these categories. The established cumulative logit models for the first four categories are given in Eqs. (19-22).

\[ \logit[P(SD \leq 1)] = 6.639 - 1.821A - 1.612B + 0.275C - 0.295D - 0.441E - 0.138F \]  
\[ R^2 = 0.991, R^2_{adj} = 0.98 \]  

\[ \logit[P(SD \leq 2)] = 7.801 - 1.821A - 1.612B + 0.275C - 0.295D - 0.441E - 0.138F \]  
\[ R^2 = 0.991, R^2_{adj} = 0.98 \]  

\[ \logit[P(SD \leq 3)] = 9.0396 - 1.821A - 1.612B + 0.275C - 0.295D - 0.441E - 0.138F \]  
\[ R^2 = 0.991, R^2_{adj} = 0.98 \]  

\[ \logit[P(SD \leq 4)] = 10.172 - 1.821A - 1.612B + 0.275C - 0.295D - 0.441E - 0.138F \]  
\[ R^2 = 0.991, R^2_{adj} = 0.98 \]  

The cumulative probability up to the \( i \)-th (\( i = 1, 2, 3, 4 \)) category can now be computed as

\[ P(SD \leq i) = \frac{\exp(\logit[P(SD \leq i)])}{1 + \exp(\logit[P(SD \leq 0)])} \]  

It may be noted that the individual probability for category 1 and the cumulative probability up to category 1 will be the same; the cumulative probability up to the category 5 will be 1 always. Therefore, the individual probability for \( i-th \) (\( i = 1, 2, 3, 4, 5 \)) category can be obtained as follows:

\[ P(SD = i) = \begin{cases} 
P(SD \leq 1), & \text{for } i = 1 \\
P(SD \leq i) - P(SD \leq i - 1), & \text{for } i = 2, 3, 4 \\
1 - P(SD \leq 4) & \text{for } i = 5.
\end{cases} \]  

For the purpose of determination of the optimal setting combination, it is required to choose an arbitrary combination of control factor levels, compute the value of the performance index (WPRSNR) at the chosen factor-level combination in Excel worksheet and then optimize the value of the performance index by changing the level values of the control factors. This optimization procedure can be accomplished easily by using ‘Solver’ tools of Microsoft Excel.
Here, the starting factor level combination is chosen as A₂B₂C₁D₁E₁F₁, which is the existing setting combination of input variables.

In the cells of Excel worksheet, the predicted values of mean, the variance of TH, and the expected value of DR at the chosen arbitrary setting combination are computed using regression Eqs. (16-18), respectively. On the other hand, the expected individual probabilities for each category of SD at the chosen setting combination are computed using Eqs. (19-24). The computed predicted values of mean and the variance of TH, the expected values of DR and the individual probability for each of the five categories of SD at the chosen arbitrary setting combination are given in Table 2.

### Table 2. Predicted mean and variance of TH, probabilities for different categories of SD and the expected value of DR at the chosen arbitrary setting combination.

<table>
<thead>
<tr>
<th>Setting Combination</th>
<th>Thickness (TH)</th>
<th>Probabilities for different categories of SD</th>
<th>DR</th>
</tr>
</thead>
<tbody>
<tr>
<td>A₂B₂C₁D₁E₁F₁</td>
<td>2962.78</td>
<td>0.195 0.241 0.291 0.165 0.108</td>
<td>69.56</td>
</tr>
</tbody>
</table>

The predicted mean and the variance of TH are transformed into PRSNR value ($PRSNR_{TH}$) using Eq. (9), and the expected values of DR is transformed into PRSNR value ($PRSNR_{DR}$) using Eq. (8). The computed $PRSNR_{TH}$ and $PRSNR_{DR}$ values are obtained as follows:

$$PRSNR_{TH} = 10 \log_{10} \frac{\mu_{TH}^2}{\sigma_{TH}^2} = 10 \log_{10} \left( \frac{2962.78^2}{3898.52^2} \right) = 33.525$$

$$PRSNR_{DR} = -10 \log_{10} \frac{1}{\mu_{DR}^2} = -10 \log_{10} \left( \frac{1}{69.56^2} \right) = 36.847$$

On the other hand, among different categories of SD, Category 1 is the most preferred one and Category 5 is the most undesirable one. Therefore, the weights 5, 4, 3, 2, and 1 are assigned to Categories 1, 2, 3, 4, and 5, respectively; the location score ($W$) and the dispersion score ($d^2$) for SD are computed in Excel worksheet using Eqs. (13) and (14), respectively. The scores are obtained as $W = 3.251$ and $d^2 = 18.019$. Then, by putting the values of location and dispersion scores in Eqs. (15) and (16), the MSE and PRSNR values for SD at the chosen setting combination are obtained as follows:

$$MSE_{SD} = \frac{1}{W^2} \left( 1 + \frac{3d^2}{W^2} \right) = 0.578$$

$$PRSNR_{SD} = -10 \log_{10} \left[ \frac{1}{W^2} \left( 1 + \frac{3d^2}{W^2} \right) \right] = 2.378$$

Finally, assuming equal weights for all the three quality characteristics TH, SD and DR, and the overall performance index (WPRSNR) is computed in Excel worksheet as follows:

$$WPRSNR = \frac{1}{3} (PRSNR_{TH} + PRSNR_{SD} + PRSNR_{DR}) = 24.25$$
WPRSNR is essentially a function of the control factor levels. So, the ‘Solver’ tool of Microsoft Excel optimization package is now applied to maximize this WPRSNR value by changing the level values of input variables (control factors). At optimizing, we have specified the integer restrictions for the level values of input variables mainly to make it comparable with the optimal solutions obtained by Wu [17]. The optimal setting combination of the control factors is obtained as $A_1B_1C_3D_2E_1F_3$.

Wu [17] analyzed the same experimental data of Phadke [31], considering TH and DR as the quantitative response variables and SD as the ordinal response variable. He determined that $A_1B_1C_3D_2E_2F_2$ is the optimal factor level combination. For evaluating the optimization performance, the expected values of mean and the variance of TH, the expected probabilities for different categories of SD, and the expected values of DR under the two optimal process conditions are estimated; these values are presented in Table 3. Then, the total SNR values as well as the expected MSE values of individual response variables (except DR) under these two optimal conditions are computed. These computed values are shown in Table 4. As mentioned earlier, the lesser MSE values and the higher SNR values for the response variables are desirable. It may be observed from Table 4 that MSE values for TH and SD are smaller, and the total SNR value is higher under the optimal condition derived by the proposed WPRSNR method. This implies that the proposed WPRSNR method leads to better optimal solution.

### Table 3. Expected values of different responses under the two optimal process conditions.

<table>
<thead>
<tr>
<th>Optimal condition (Method)</th>
<th>TH Mean</th>
<th>Variance</th>
<th>SD Expected probabilities</th>
<th>DR Exp. value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_1B_1C_3D_2E_1F_3$ (WPRSNR method)</td>
<td>3585.09</td>
<td>88.94</td>
<td>0.930 0.047 0.016 0.005 0.002</td>
<td>16.33</td>
</tr>
<tr>
<td>$A_1B_1C_3D_2E_2F_2$ (Wu’s method [17])</td>
<td>3361.53</td>
<td>451.86</td>
<td>0.907 0.062 0.022 0.006 0.003</td>
<td>15.97</td>
</tr>
</tbody>
</table>

### Table 4. Expected MSE and total SNR values under the optimal solutions obtained by the proposed WPRSNR method and Wu’s methods [17].

<table>
<thead>
<tr>
<th>Optimization Method</th>
<th>Optimal Solution</th>
<th>TH SNR</th>
<th>MSE</th>
<th>SD SNR</th>
<th>MSE</th>
<th>DR SNR</th>
<th>Total SNR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proposed WPRSNR method</td>
<td>$A_1B_1C_3D_2E_1F_3$</td>
<td>51.60</td>
<td>311.26</td>
<td>13.71</td>
<td>0.042</td>
<td>24.26</td>
<td>89.57</td>
</tr>
<tr>
<td>Wu’s quality loss based method [17]</td>
<td>$A_1B_1C_3D_2E_2F_2$</td>
<td>43.98</td>
<td>57319.8</td>
<td>13.59</td>
<td>0.044</td>
<td>24.06</td>
<td>81.03</td>
</tr>
</tbody>
</table>

### 4.2 Case Study 2

This case study described by Hsieh and Tong [29] considers an ion implantation process of a Taiwanese IC fabrication manufacturer. An experimentation was conducted for optimization of two response variables, namely, Ion Amount (IA) (an NTB type quantitative variable) and Defect Count (DC) (an ordinal variable). The target, LSL and USL values for ion amount are 1000, 800, and 1200, respectively (after transformation). On the other hand, the defect count includes five
categories of defect situation: Very good, good, and not good; not bad, bad, and very bad; those are denoted by grade I, II, III, IV, and V. Hsieh and Tong [29] considered six control factors A – F: Two levels for discrete control factor A and three levels for all other continuous control factors B-F. They carried out the experimentation using an L_{18} orthogonal array. There are two repetitions for IA. Depending on defect situation of 36 sensitive areas in a wafer, the DC response is categorized into five grades and the number of observations in each grade is listed. The experimental data obtained by Hsieh and Tong [29] have been presented in Table 5.

The same data are analyzed here using the proposed WPRSNR method. Since IA is a NTB type of quantitative response variable, its mean and variance are required to be estimated for computation of PRSNR value. Therefore, it is required to establish appropriate multiple regression equations for prediction of mean and variance of IA. In this experimental data, only two repetitive values are observed for IA. It is not appropriate to compute variance based on two values and fit the multiple regression equation based on those observed variance values. Therefore, it is decided to obtain regression equation only for the mean of IA. From the analysis of variance (ANOVA) table of this fitted mean model, an estimate of model error variance can be obtained. It is decided to use this model error variance for computation of PRSNR value. The fitted multiple regression equation for prediction of mean of IA is given in Eq. (25) along with the $R^2$ and $R^2_{adj}$ values. The error variance of IA obtained by ANOVA table is found as 144.0.

Table 5. Experimental data on ion implantation process [29].

<table>
<thead>
<tr>
<th>Expt No.</th>
<th>Factors</th>
<th>Ion amount (IA)</th>
<th>Defect count (DC)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A B C D E F</td>
<td>Rep1</td>
<td>Rep2</td>
<td>I II III IV V</td>
</tr>
<tr>
<td>1</td>
<td>1 1 1 1 1 1</td>
<td>745.2</td>
<td>741.4</td>
</tr>
<tr>
<td>2</td>
<td>1 1 2 2 2 2</td>
<td>968.3</td>
<td>972.1</td>
</tr>
<tr>
<td>3</td>
<td>1 1 3 3 3 3</td>
<td>800.2</td>
<td>796.1</td>
</tr>
<tr>
<td>4</td>
<td>1 2 1 1 2 2</td>
<td>795.9</td>
<td>797.8</td>
</tr>
<tr>
<td>5</td>
<td>1 2 2 2 3 3</td>
<td>791.4</td>
<td>796.6</td>
</tr>
<tr>
<td>6</td>
<td>1 2 3 3 1 1</td>
<td>800.4</td>
<td>802.1</td>
</tr>
<tr>
<td>7</td>
<td>1 3 1 2 1 1</td>
<td>912.2</td>
<td>908.2</td>
</tr>
<tr>
<td>8</td>
<td>1 3 2 3 2 1</td>
<td>650.0</td>
<td>645.7</td>
</tr>
<tr>
<td>9</td>
<td>1 3 3 1 3 2</td>
<td>651.2</td>
<td>650.3</td>
</tr>
<tr>
<td>10</td>
<td>2 1 1 3 3 2</td>
<td>1075.1</td>
<td>1072.5</td>
</tr>
<tr>
<td>11</td>
<td>2 1 2 1 1 3</td>
<td>1314.0</td>
<td>1616.1</td>
</tr>
<tr>
<td>12</td>
<td>2 1 3 2 2 1</td>
<td>884.4</td>
<td>890.5</td>
</tr>
<tr>
<td>13</td>
<td>2 2 1 2 3 1</td>
<td>884.3</td>
<td>886.6</td>
</tr>
<tr>
<td>14</td>
<td>2 2 2 3 1 2</td>
<td>817.4</td>
<td>826.5</td>
</tr>
<tr>
<td>15</td>
<td>2 2 3 1 2 3</td>
<td>796.0</td>
<td>800.1</td>
</tr>
<tr>
<td>16</td>
<td>2 3 1 3 2 3</td>
<td>819.8</td>
<td>816.1</td>
</tr>
<tr>
<td>17</td>
<td>2 3 2 1 3 1</td>
<td>821.8</td>
<td>824.2</td>
</tr>
<tr>
<td>18</td>
<td>2 3 3 2 1 2</td>
<td>732.4</td>
<td>735.6</td>
</tr>
</tbody>
</table>
\[
E(y_{iA}) = -181.4 + 570.4A - 297.42B + 116.15C + 208.88D + 245.26E + 484.1F - 76.74AC - 149.48AD - 35.86AE + 72.2BC - 106.06CF - 104.6E
\]

\[
[R^2 = 0.996, \quad R^2_{adj} = 0.994] \quad (25)
\]

It is worth to mention that \( R^2 \) and adjusted \( R^2 \) values are very satisfactory for the multiple regression in Eq. (25). The results of various diagnostic checks for adequacy of the model are found satisfactory.

On the other hand, the ordinal response DC has 5 categories; therefore, the appropriate cumulative logit models are established for the first four categories of DC based on the computed cumulative probabilities in these categories. The established cumulative logit models for the first four categories are given in Eqs. (26-29).

\[
\text{logit}[P(DC \leq I)] = 3.4816 + 0.6359A - 1.478B - 1.14C + 0.265D - 0.1413E - 0.3194F \quad (26)
\]

\[
\text{logit}[P(DC \leq II)] = 4.6776 + 0.6359A - 1.478B - 1.14C + 0.265D - 0.1413E - 0.3194F \quad (27)
\]

\[
\text{logit}[P(DC \leq III)] = 5.818 + 0.6359A - 1.478B - 1.14C + 0.265D - 0.1413E - 0.3194F \quad (28)
\]

\[
\text{logit}[P(DC \leq IV)] = 6.8474 + 0.6359A - 1.478B - 1.14C + 0.265D - 0.1413E - 0.3194F \quad (29)
\]

While the \text{logit} models for the first four categories are established, the cumulative probabilities up to the \( i \)th \((i = I, II, III, IV)\) category can be computed using Eq. (30), and the individual probability for \( i \)th \((i = I, II, III, IV, V)\) category can be obtained using Eq. (31).

\[
P(DC \leq i) = \frac{\exp(\text{logit}[P(DC \leq i)])}{1 + \exp(\text{logit}[P(DC \leq i)])} \quad (30)
\]

\[
P(DC = i) = \begin{cases} 
P(DC \leq 1), & \text{for } i = 1 \\
P(DC \leq i) - P(DC \leq i - 1), & \text{for } i = 2, 3, 4 \\
1 - P(DC \leq 4) & \text{for } i = 5. \end{cases} \quad (31)
\]

Now, the existing setting combination of input variable (control factors) \( A_iB_iC_iD_iE_iF_2 \) is chosen as the starting combination of input variables for computational purpose. The expected value of IA at the chosen setting combination is computed using the regression of Eq. (25). On the other hand, the expected individual probabilities for each category of the ordinal variable DC at the chosen setting combination are also computed in cells of Excel worksheet using Eqs. (26-31). The expected value of IA and the individual probability for each category of DC at the chosen factor level combination are given in Table 6.

The expected value of IA at the chosen setting combination is computed using the regression of Eq. (26). On the other hand, the expected individual probabilities for each category of the ordinal variable DC at the chosen setting combination are also computed in an Excel worksheet using Eqs.
Simultaneous optimization of quantitative and ordinal responses using Taguchi method

The predicted value of IA and the individual probabilities of each category of DC at the chosen arbitrary setting combination have been given in Table 6.

<table>
<thead>
<tr>
<th>Chosen Setting</th>
<th>Ion Amount (IA)</th>
<th>Expected probabilities in different categories of DC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Exp. value</td>
<td>Variance</td>
</tr>
<tr>
<td>A1B1C2D3E1F2</td>
<td>936.65</td>
<td>144.0</td>
</tr>
</tbody>
</table>

The predicted mean and the variance are transformed into PRSNR value \( (P_{RSNRI_A}) \) using Eq. (9). The computed \( P_{RSNRI_A} \) value is obtained as follows:

\[
P_{RSNRI_A} = 10 \log_{10} \left( \frac{\mu_{IA}^2}{\sigma_{IA}^2} \right) = 10 \log_{10} \left( \frac{936.65^2}{144} \right) = 87.148
\]

On the other hand, among different categories of DC, Category 1 is the most preferred one and Category 5 is the most undesirable one. Therefore, by assigning weights 5, 4, 3, 2, and 1 to Categories 1, 2, 3, 4 and 5, respectively, the location score (\( W \)) and the dispersion score (\( d^2 \)) for DC are computed using Eqs. (11) and (12), respectively. The obtained scores are \( W = 3.6825 \) and \( d^2 = 13.467 \). Then, by putting the values of location and dispersion scores in Eqs. (13) and (14), the MSE and PRSNR values for SD (\( MSE_{SD} \) and \( P_{RSNR_{DC}} \)) at the chosen setting combination are obtained as follows:

\[
MSE_{SD} \approx \frac{1}{W^2} \left( 1 + \frac{3d^2}{W^2} \right) = 0.293
\]

\[
P_{RSNR_{DC}} = 10 \log_{10} \left[ \frac{1}{W^2} \left( 1 + \frac{3d^2}{W^2} \right) \right] = 5.325
\]

Finally, by assuming equal weights for the quantitative quality characteristics IA and the ordinal quality characteristics DC, the overall performance index (WPRSNR) is computed as follows:

\[
W_{PRSNR} = \frac{1}{2} (P_{RSNRI_A} + P_{RSNR_{DC}}) = 46.24
\]

It may be noted that WPRSNR is essentially a function of the control factor levels. So, the ‘Solver’ tool of Microsoft Excel optimization package is applied to maximize this WPRSNR value by changing the level values of input variables. The derived optimal process conditions for the factor levels are found as A2B1C1D3E3F1. Hsieh and Tong [29] derived optimal process condition by considering no Integer Restrictions (IR) for the factor levels. They also derived optimal process condition by using Taguchi methods with trade-off compromising strategy, in which the Integer Restrictions (IR) are imposed for the factor levels, and the process performance under the two optimal solutions are compared. Using NN-based approach, Hsieh and Tong [29] derived that the optimal process condition is A1B1C2D3E2F1, and using Taguchi method with trade off strategy, they obtained that the optimal process condition is A1B2C1D3E2F1.
For the purpose of easy comparison of optimization performance, the expected values of IA and the probabilities in five categories of DC at the two optimal process conditions \((A_1 B_1 C_0.9 D_2.5 E_3 F_2\) and \(A_1 B_2 C_1 D_3 E_2 F_1\)) are reproduced from Hsieh and Tong [29] in Table 7.

<table>
<thead>
<tr>
<th>Optimal conditions (Method)</th>
<th>IA</th>
<th>Exp. prob. in different categories of DC</th>
<th>Total SNR</th>
</tr>
</thead>
<tbody>
<tr>
<td>(A_2 B_1 C_1 D_3 E_3 F_1) (Proposed WPRSNR method)</td>
<td>1011.5</td>
<td>0.899</td>
<td>0.068</td>
</tr>
<tr>
<td>(A_1 B_1 C_0.9 D_2.5 E_3 F_2) (Hsieh and Tong’s approach)*</td>
<td>1056.8</td>
<td>0.88</td>
<td>0.08</td>
</tr>
<tr>
<td>(A_1 B_2 C_1 D_1 E_2 F_1) (Taguchi method with trade off strategy)</td>
<td>1072.6</td>
<td>0.76</td>
<td>0.09</td>
</tr>
</tbody>
</table>

*Hsieh and Tong [29] did not impose integer restriction for the factor levels

For evaluating optimization performance, the total SNR values as well as the expected MSE values of individual response variables under these three optimal process conditions are computed. These computed values are presented in Table 8. As mentioned earlier, the lesser MSE values and the higher SNR values for the response variables are desirable. It is observed from Table 8 that the optimal process condition derived by the proposed WPRSNR method results in the highest total SNR value. Also, the expected MSE values of the individual response variables are the least under the optimal process condition derived by the proposed method. This implies that the proposed WPRSNR method leads to the best optimal solution.

<table>
<thead>
<tr>
<th>Optimization Method</th>
<th>Optimal Solution</th>
<th>IA</th>
<th>SNR</th>
<th>MSE</th>
<th>DC</th>
<th>SNR</th>
<th>MSE</th>
<th>Total SNR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proposed WPRSNR method</td>
<td>(A_2 B_1 C_1 D_3 E_3 F_1)</td>
<td>91.94</td>
<td>235.6</td>
<td>13.54</td>
<td>0.044</td>
<td>105.47</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hsieh and Tong’s NN-based approach*</td>
<td>(A_1 B_1 C_0.9 D_2.5 E_3 F_2)</td>
<td>89.56</td>
<td>3370.24</td>
<td>13.42</td>
<td>0.045</td>
<td>102.99</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Taguchi method with trade off strategy</td>
<td>(A_1 B_2 C_1 D_1 E_2 F_1)</td>
<td>89.86</td>
<td>5414.76</td>
<td>12.20</td>
<td>0.060</td>
<td>102.06</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*Hsieh and Tong [29] did not impose integer restriction for the factor levels

5. Discussions

After optimization of the process settings, the process needs to be monitored continuously for ensuring the production of good quality product consistently. Several techniques are available in literature for online monitoring of a single or a group of quantitative response variables. A few number of techniques are also reported in literature that are very useful for monitoring the ordinal response variable. However, no such technique is reported yet that can monitor jointly the quantitative as well as the ordinal response variables. Monitoring the qualitative and quantitative response variables separately will increase the complexity in process monitoring and also may lead
to erroneous decision making about the out of control process condition. Therefore, further research is required for developing the appropriate methodology for simultaneous monitoring of quantitative and ordinal quality characteristics.

A limitation of the current research is that the demonstration of implementation of the developed method and evaluation of its usefulness have been carried out using the published experimental data in literature, i.e. secondary data. Thus, there is no scope for carrying out the confirmatory trials with the derived optimal factor-level combination. However, in both case studies, the optimal factor-level combinations derived by the proposed WRPSNR method results in the highest expected total SNR values and the lowest expected MSE values for the individual response variables. Therefore, it should not be inappropriate to consider that the results of analysis of the two case studies are indicative that the proposed WPRSNR method is very promising for simultaneous optimization of the quantitative and the ordinal response variables.

6. Conclusion

In real world, the overall quality of a product is often represented partly by the measured values of some quantitative variables and partly by the observed values of some ordinal variables. For ensuring the production of high quality products, the manufacturing process of a product needs to be optimized with respect to all these quantitative and ordinal response variables. In this article, a new approach for simultaneous optimization of the quantitative and ordinal responses was presented. In the proposed method, the relationship between an ordinal response variable and input controllable variables (control factors) was modeled by using the ordinal logistic regression and the relationship between a quantitative response variable; the input controllable variables were modeled by using the multiple regression. Then, a new performance metric, called the Weighted Predicted Response Based Signal-To-Noise Ratio (WPRSNR), was defined and optimized. Two well-known case studies in literature were analyzed using the proposed method. The comparison of results revealed that the proposed method led to the best optimal solution with respect to total SNR as well as MSE of the individual responses. A limitation of the current research is that it is carried out using secondary data and so, no confirmatory trials could be performed for validating the expected optimization performance. After optimization of the process settings, the process needs to be monitored continuously for ensuring the production of good quality product consistently. Therefore, the further research is required for developing the appropriate methodology for simultaneous monitoring of the quantitative and ordinal quality characteristics.
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