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1. Introduction

Today organizations operate in an economic enviesrinwhere customer demands are
continuously changing and increasing [1]. Theseaoizations strive to reduce total cost
through supply chain, production cycle, and inventédditionally, they request increasing
diversity of products, more accurate delivery datesl coordination the supply and
production effectively [2]. An enterprise resou@anning (ERP) system is an information
system to plan and integrate all of an enterpre#xsystems including purchase, production,
sales and finance [3]. An ERP system typically im@ats a common enterprise-wide
database together with a range of application nesdy#}]. The offered ERP software
packages cannot provide a once-for-all businessehfod every process of all industries. In
other words, no single ERP packaged software cagt e company functionalities or all
special business requirement s [5]. ERP softwaienaates and integrates business processes
and allows information sharing in different busmésnctions. In addition that ERP software
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supports the finance, human resource, operationdogistic, sale and market in functions
through more effected and productive business pesse At the same time it improves the
performance of organization’s functions by contnglthem [6].

ERP field was considered in many papers. Nikookaal envestigated and determined the
competitive environment of ERP vendors implementihgir product in Iranian context
[7].Lopez and Salmeron studied the risks in ERPnteaiance projects by using Fuzzy
Cognitive Map (FCM)[8]. Ram et al built a conceptoaodel to investigate the relationship
between critical success factors related to thdementation of ERP software and the goal
of competitive advantage [9]. Rouhani and Ravassecudsed on the idea of predicting ERP
post-implementation success based on organizatiordiles. They developed an expert
system by exploiting the Artificial Neural NetworkANN) method to articulate the
relationships between some organizational factads BRP success [10].Munir ahmad and
Cuenca discussed on critical success factors fér igfplementation in SMEs [11].

Some other researchers developed models for sejeBlRP software. They used fuzzy
system, Balanced score card (BSC), AHP method, @ogiramming and etc. Some of these

studies is observable in Table 1.
Table 1. Literature review on ERP selection prabl

Researcher(s) Year Model

They develped a novel decision framework for ERPrsre
selection based on quality function deployment (QFlzzy
linear regression and zero—one goal programminp.[12

Ertugrul Karsak ans Okan Ozogy 2009

presented an ERP selection model based on AHP. They
Wei, Chien and Wang 2005 | proposed two main attributes, suitable system aitdide
salesman[5].

He introduced a model to select an ERP systenefdile

Cebeci 2009 | i1 dustries with BSC approach[13].

They used integrating of QFD, fuzzy linear regressind 0-1

B ider & Sti 2006 , :
ernroider X goal programming to solve ERP selection problen).[14

They developed ANP model for ERP software selection

Ravi et al 2005 problem with BSC approach[15].

They have tried to provide a suitable and practicadiel for
decision-makers to take precise steps in implemgrERP
Hakim and Hakim 2010 | systems, through reviewing the intra- and extraanizational
limitations. Their model tested and simulated ithB@an motor
company[16]

They proposed a semi-structured approach for ERfe1sy
selection. They used the approach consists okaatiive
Khaled and Idrissi 2012 | selection process model and an evaluation methggdiased
on 0-1 linear programming and MACBETH technique to
elaborate multi-criteria performance expressionis[17

They used SMARTER and Shannon Entropy methods and

Kamfiroozi, Aliahmadi and Jafar 2012 ELECTRE ranking method to select the best ERP[18].

They used a hybrid grey-game-MCDM gethod for Saiect

Kamfiroozi and Bonyadi 2013 ERP[19].
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In this paper an integrated model based on AHPaRgtGrey incidence method for three

parameter interval grey numbers with BSC approagirésented. The combination of AHP-

Entropy method is used to weight the Attributesuimcertain conditions. Besides, three
parameter interval grey numbers that derived frorayGystem theory is implemented to

change linguistic variables to quantitative typé.la#st a case study is brought to show how
this model works.

2. Préliminaries

2.1.Three parameter interval gray numbers
Grey system theory was first proposed by Deng 220,and was extended by others [22]. If
black represents the information that is completeiignown and white represents the data
that is quite clear, gray is the other informatibat somewhat are clear and somewhat are
unclear. A system which contains gray Informati®called Gray-system.

A three parameter interval gray number %) can be shown withif{®) €[& 8.8l that

2 is lower bound.2 is center of gravity (the number has the highessibility ) and 2 is
upper bound. When the center of gravity is not meiteed, we face with the typical gray-
numbers.

2.1.1 Operatorsof three parameter interval grey numbers

ot A® eladal g

a(®)+b(®) e[a+Db, &+
a(®)/b(®) e[min{a/ k

b(®) [b,b,b] be two three parameter interval grey numbers, then
_+5] (1)

b,
a/ba/balb}, & hmaxa/ b a/ba/ba/b) @

2.1.2 Decision making matrix nor malization

Assume our decision making matrix is like below:
S={uy(®) |u(® e(u O<uy <0, <G,i=12..n,j=12.m

We use the following method for matrix normalizatihat is named poor transform method.
Desired value for efficiency

=iy |]’ |]) |]’

o Gmu o G-y Y-y )
Yooy Yooy Yooy

Desired value for costing

v _ Uj -y, g — u; -G, _ u; -G (5)

XJ —Jf _H-V Xii U_*_gv l(ij O —HV

- _ v _ - pa— _ V —
At the above equationsL!J' = Mo Ty}, Uj =Min . { U When i 7Y O,then we can

eliminate this atribute from decision making matvecause it is an effectless parameter.
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% €05.%,%) is a three-parameter interval grey numbe®it! .Now we have a standized
decision making matrix like below:

Xy Xpeer Xy

X1

2.2.Three-parameter grey interval incidence degree method(GID M ethod)

This method was purposed by Dang [23].

Denote
+ _ o = T+t _ A - —mi - H
X, _miax{&j},xj _miax{xij}, X, _mgx{x”}, X _mlin{ X} X :mlin{ X}

X} = min{x,} ©)

Definition1: Suppose evaluation vector of altermasiis denoted by

X (®) = (X;,(®), %, ,(®),.. X, ®)ji =12,..n (7)

Then the m dimension three-parameter nonnegatteeviel grey number vector

X (®) = (X, (®),X5 (®),...x@®@)Ni =1,2,..n (8)

X (®) = (X (®),%X;(®),..x- ®))i =1,2,..n (9)

Be called ideal optimal alternative evaluation we@nd critical alternative evaluation vector,

respectively, in whicﬁ+(®)e[&;’ir’fﬂ’x_(@) S ESERITRID(C =1,2,...,m)_

Definition2: Suppose three-parameter grey interuatidence degree of normalized
evaluation vector’(®) with respect to ideal optimal alternative evaloatiectorX (®) be
G(X'(®).%(®)) | pe CIX(®).%(®)) with respect to critical alternative evaluationcie
x(®)  and weight of two grey incidence degree Brefo(Bit B2=1) then call

G(x, (®) = G (X" (®).X, (®)+B,[1-G x (@)X, ®))]i =1,2,.n (10)

The three-parameter grey interval incidence limksgree of* (®), and call

G(%(®)) =G(x' (®),% @) [1-G(x @)% @®))]* i=12..n (11

The three-parameter grey interval incidence prodagree of* ®)

Above equations are arithmetic mean and geomegmmrespectively, whefy =#.=05,
Denote
m'=minA; M = maxa; i = mink; M= mad; @ = mid; M= max, (13)

] ] ] 1] L]

i,j e
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Definition3: Suppose normalized alternative evabravectors and ideal optimal alternative
evaluation vectors are given by defenitionl, wesghdf attributes are denoted by

e memt| (9

(®)

is called three-parameter grey interval incidenegrée of sub-factor!
(®)(i=1,2,..0;j=12,.m

with respect to

ideal factor %; , in which AE(O’l)is the differentiate coefficient,

and ® €[0.1] is the preference coefficient.

G(X" (®), % (®)) = Zwr” i=12,..n (15)

is called three-parameter grey interval incidenegrée of evaluation vector with respect to

ideal optimal alternative evaluation vectorl®)

Denote

Ay =lx - % LA =I%-% |A; =K -X li= 1,2,.n j= 1,2,.m (16)

m™=minA; M~ =maxa; fim = minA; M= ma; m = mia; M= max; (17)
I, 1) 1,] 1)

Definition: suppose normalized alternative evalmatvectors and ideal optimal alternative
evaluation vectors are given by (2) and (3), respely, and weights of attributes are denoted

by W= (W, W,,...W,, ) then

m +&M°
Aj+EMT

M +&EM™ (18)
rT1‘+§M‘

Zl Zz

_ +S
( )= v

LS
A

is called three-parameter grey interval incidenegréde of evaluation vector (®) with
respect to critical alternative evaluation vectd®) (=12..nj=12.m i, \which

¢ €(0.1) pe differentiate coefficienf, €[04 pe preference coefficient.

G(x (®).x, @) =YW 1} i =12,..n (19)

is called three-parameter grey interval incidenegrde of evaluation vectof ®) with

respect to critical alternative evaluation vedtd®) .

3. Research Methodology

In this part the method that was used in this p&pexplained.

1. First the goals will be gathered under four aspef BSC: The need for performance
measurement systems at different levels of detimaking, either in the industry or
service contexts, is not something new undoubt¢2¥yy BSC have been proposed by
Kaplan and Norton[25,26] This tool evaluates f@@nance by four different perspectives:
the financial, the internal business process, tis¢oetner, and the learning and growth [27].
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Now, the BSC seems to serve as a control panelhlpethd steering wheel [28]. Many

companies are adopting the BSC as the foundatiothfar strategic management system.
Some managers have used it as they align thaesinesses to new strategies, moving
away from cost reduction and towards glowtopportunities based on more

customized, value-adding products and servicels [29

2. Second, the linguistic variables will be changedhree parameter interval grey numbers
by Table 2.

Table 2. Linguistic variables and their equal thpeeameter-interval grey numbers

Very weak (0.0,0.1,0.2)
Weak (0.2,0.3,0.4)
Medium (0.4,0.5,0.6)
Strong (0.6,0.7,0.8)
Very strong (0.8,0.9,1.0)

3. Third, each aspect's weight will be obtained AP method: The analytic hierarchy
process (AHP) was first proposed by Saaty in 197i. dne of the methods which used for
solving multi-criteria decision making (MCDM) prahs in political, economic, social and
management sciences [30].Through AHP, opinions evaduations of decision makers can
be integrated, and a complex problem can be devigeda simple hierarchy system with
higher levels to lower ones[31]. Then the qualatand quantitative factors can then be
evaluated in a systematic manner. The applicatichH” to a complex problem involves six
essential steps [32] [33]:
» Defining the unstructured problem and stating theatlves and outcomes clearly.
» Decomposing the complex problem into a hierarchistlcture with decision
elements (criteria and alternatives).
» Employing pairwise comparisons among decision etgsand forming comparison
matrices.
» Using the eigenvalue method to estimate the relatigights of decision elements.
» Checking the consistency property of matrices tguem that the judgments of
decision makers are consistent.
» Aggregating the relative weights of decision eletadgn obtain an overall rating for
the alternatives.

4. Forth, The weights that gained by AHP will beplemented as subjective weights in
Entropy method: This measure of uncertainty is igibg Shannon [34] as

m
E = S{R Py Py} =~k 3 [RLNR] (20)

which K is a positive constant. When decision mxaisi clearly explained, entropy can be
used as a tool in criteria evaluation. Here thehmeis presented in an step-by-step approach
[35]:

» Let the decision matrix D of m alternatives andtnitautes (criteria) be



19 M. H. Kamfiroozi and A. Bonyadi Naeini

Xll X12 X:h
p-| 2 (21)

» The project outcomes of attribute j can be defiagd

XI]

Pij = m (22)

BN

» The entropy of the set of project outcomes of latte j is
m

Ej = _kizl[ Pij Lnpjj ] (23)
Where k is a constant as

1
k (24)

B Ln(m)
which guarantees that<E, <1

» The degree of diversification of information prosdlby the outcomes of attribute |
can be defined as

dj =1-F; (25)

» Then the weights of attributes can be obtained by
Yittn o (26)

= Ifthe DM has a prior, subjective weight, then this can be adapted in a new form

AW

wj = 27
,-Eﬁjwj (27)

In this survey the weights of aspects is obtaimedhflower band, gravity and upper band

matrix separately. Then the mean value of weighist toutcomes from each matrix

considered as weights of each attribute.

5. At final three-parameter grey interval inciderdsgree method will be used to rank and

select the best ERP system.

This methodology is depicted at Figure 1.
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Q

_—~ "\ | Grouping Goals based
= <’6Z> ‘ 1 on BSC

A J

ERP System
Evaluating by Experts

A J

Changing Linguistic
Variables to Three
Paramecter Interval

Grey Numbers

v

Gaining Objective
Weights BY AHP
Method

+

Obtaining Weights Of
Aspects by Entropy
Weighting Method

Ranking ERP systems
With Three-parameter
grey interval incidence
degree method

Figure 1. Research Methodology

4. Case Study

One of the manufactures in I.R. Iran wants to bayE&®P system. This decision is made in

order to satisfy some goals. Goals and their oypeets are shown in Table 3.
Table 3. goals and their own aspects
Aspects Goals

Financial Efficiency increasing
Costs optimizing
Achive to competetive price
Customer Costomer satisfaction
Customer Holding
New Market Recognition

Internal Adoptability
business Flexibility
process Standard of Production
Quality
Learning and Supporting

growth Traning
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Table 4. alternatives and their values

There are Alternatives and their values which gattheéby consultation with experts are
shown at Table 4.

Financial Customer Internal business process  lieguand growth
Oracle Medium Weak Very Strong Weak
Sage Strong Medium Strong Medium
MFG Medium Strong Weak Medium

Linguistic variables are changed to three parameterval grey numbers by table (2).
We obtained the weight of each aspect by AHP metlRairwise comparison matrix is

shown in Table 5.

Table 5. pairwise comparison matrix

Financial | Customer| Internal business process Legrand growth
Financial 1 1.2 2 1
Customer 1 1.2 2
Internal business process 1 0.8

Learning and growth

Then we calculate every aspect's weights by Entrogthod. AHP weights and final Entropy

Weights is shown in Table 6.
Table 6. AHP and Entropy Weights

Financial Customer Internal business process limguand growth
AHP Weights 0.302 0.293 0.186 0.219
Entropy Weights 0.0967 0.3881 0.3800 0.1351

5. Conclusion

In this paper a new model proposed for ERP softwalection. Enterprise resource planning
(ERP) software selection is known as a multi aatetecision making (MCDM) problem.
The proposed model attends to uncertainty by thegameter interval grey numbers. Also a
weighting hybrid model is proposed that is resdltAélP and Entropy combination. This
combination method can reduce uncertainty that soimeen decision making model. Three-
parameter grey interval incidence degree methodramlsing method that was used in this
paper. This method that is a new method acts aetparameter interval grey numbers. A
case study was presented at the end, till showsthiswnodel can work. The final results of
model is observable in Table 7.

Table 7: alternatives grey incidence degree anid thek

Alternative Three-parameter grey interval Rank
incidence degree
Oracle 0.4694 3
Sage 0.5789 1
MFG 0.4919 2
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