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1. Introduction

Selecting the most appropriate and optimal facibgation for a new
organization or expansion of an existing locatienan important
strategic issue. The location, which results irhbigeconomic benefits
through increased productivity and good distribaitizetwork, is the
best location. It is necessary to compare the pedoce

characteristics in a decisive way when a choicife made from
among several alternative facility locations. Whte facility location

selection problem includes multiple conflictingteria and a finite set
of potential candidate alternatives, different rnciiteria decision

making (MCDM) methods can be effectively appliedsmve such
type of problem. In this paper, we apply three MCDiMthods on a
facility location selection problem and their rélat ranking

performances are compared. Because of disagreemehe ranks

obtained by the three different MCDM methods, aalfimanking

method based on REGIME is also proposed to faglithe decision
making process. Then, the results of this studycarapared by the
results of the same study.

Facility layout is explained as the most
effective physical arrangement of the
manufacturing facilities (i.e., machines,
processing equipment and service
departments) of a plant and its different
parts to achieve the best coordination and
efficiency in the usage of machines,
manpower and materials resulting in the
smoothest and fastest production activities.

Designing a facility layout is not necessary
only at the time of establishing a new plant
but also during the production process,
because of various reasons, such as
improvement in manufacturing procedure,
introduction of new method, change in
product and its design. Minimum material
handling, providing safe working place
leading to minimum accidents and hazards
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to the personnel, providing sufficient place forimb@enance as well as improve overall
productivity are required for a good facility layolA good placement of facilities can
contribute to overall efficiency of operations amdiuce almost 50% of the total operating
expenses [1]. Designers can plan a good numbeayolut design alternatives considering
multiple arrangements of the manufacturing faestileading to dissimilar advantages and
disadvantages over each other. Need for contintmpsovement in productivity results in
the development of more efficient manufacturinglitaes and processes, which subsequently
considers additional evaluation criteria, to besidered for selecting the best facility layout.
So, due to the involvement of several conflictimigecia, the decision for suitable selection of
a facility layout now becomes more complicated.

Choosing the best facility layout for a given mamutfiring organization from a finite set of
feasible alternatives is an example of a multiecidt decision making (MCDM) problem. The
facility layout selection decision is based on aatihg the performance of alternatives
expressed in qualitative and quantitative measureshe past studies in a facility layout
selection field, it is shown that qualitative perfance measures of the alternatives should
first be converted into quantitative scores befpplying any decision-making method. Yang
and Kuo [2] applied analytic hierarchy process (AHiethod, while Rao and Singh [3]
adopted a fuzzy set theory to convert qualitativerfggmance measures into the
corresponding quantitative scores. The complexityfagility layout selection problems
increases by converting the performance measuoes fualitative to quantitative scores.
Hence, a strong mathematical model, which is capabldeal with both qualitative and
guantitative performance measures, is needed te satility layout design problems. Such
an MCDM approach having advantage of taking intwaat the decision makers’ subjective
judgments about different alternatives with respaxtseveral evaluation criteria and
translating those attributes into relevant quaiigascores is Measuring Attractiveness by a
Categorical Based Evaluation Technique (MACBETHhisTability of the MACBETH
method verifies its applicability for solving faityl layout selection problems.

The past studies have applied different mathematigproaches for solving facility layout
selection problems. A facility layout ranking arelection model, based on linear assignment
method for the single and group decision makers deagloped by [4]. Enea et al. [5]
implemented a genetic algorithm employing the cptsef evolutionary hybrid algorithms
for facility layout selection. A combined data elopment analysis (DEA) and AHP method-
based approach for facility layout design selectard ranking of the alternatives was
proposed by [6]. The design alternatives and perdmice measures on qualitative criteria
were generated using a computer-aided layout pignnool (VisFactory), while the
performance measures on quantitative criteria vdeneeloped by using the AHP method.
Further, ranking of the alternatives was obtainethgi the DEA method. Grey relational
analysis (GRA) for solving facility layout seleatigproblems was adopted by [7]. Athawale
and Chakraborty [8] applied a PROMETHEE-II (Prefee Ranking Organization Method
for Enrichment Evaluation) method for facility layioselection. Also, an ELECTRE-II
(Elimination and Et Choice Translating Reality) tmed for ranking and selecting the best
facility layout for a manufacturing environment wa®posed by [9]. Maniya and Bhatt [10]
proposed a method based on a preference selecwmx i(PSI) method, for selection of
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facility layout and also performed a subjectivetdosnefit analysis to study the benefits to
cost to the organization. An MCDM approach, in véharrough set theory was integrated
with AHP to obtain the values of criteria weightss applied by [11]. Further, the ranking of
the alternative facility layout designs was obtdinsing a TOPSIS (Technique for Order
Preference by Similarity to Ideal Solution) method.

Yang and Deuse [12] integrated AHP with the PROMEEHI method for ranking and
selecting the best facility layout. A weighted Edehn distance-based approach was applied
to deal with plant layout design selection problebys[3]. To represent the qualitative
performance scores, a ranked value judgment orzay faonversion scale was suggested.
Mohamadghasemi and Hadi-Vencheh [13] presentedtagrated approach for incorporating
gualitative judgments of criteria in a facility layt design problem as well as ranking of the
alternatives. To determine the performance measteleded to qualitative criteria, the
synthetic value of a fuzzy judgment approach wadieg, while non-linear programming
(NLP) was employed to derive the final ranking lod falternatives. Also, an integrated AHP-
NLP approach for facility layout design selectioasapresented by [13]. Alternative facility
layout designs generated by the use of Spiral so&wvere selected using NLP, while the
AHP method was adopted for obtaining the critergaght values.

In this paper, data have been collected from ditiadocation selection problem by [14]
consisting of multiple conflicting criteria and hag a finite set of potential candidate
alternatives. Then, an attempt has been made ¥e #olith the help of three well-known
MCDM methods. Very little attempt has been madedmpare the relative performances of
the MCDM methods while solving the decision makprgblems. Although in the literature,
there are many studies on solving facility layowestion problems using different
mathematical approaches, specially employing MCD#&thods. The main focus area of this
paper is to compare the relative performancesrettivell-known MCDM methods.

This paper includes the following structure. Thi&ated literature is reviewed in the first
section. Three MCDM methods are presented in Se@id hen in Section 3, a case study is
presented and the computational results of thidystwie presented in Section 4. Finally, the
conclusion of this study is provided in Section 5.

2. Multi-Criteria Decision Making Methods

Multi-criteria decision making (MCDM) refers to mak decisions while there are
multiple, usually conflicting criteria. Now, varisuUMCDM methods are being applied in
strategic planning that can also be effectivelydumeselect the most suitable facility layout
for a given industrial organization. As there alarge number of available MCDM methods,
varying complexity and possibly solutions, the dem maker also faces the problem of
selecting the most suitable MCDM method among s#¢Veasible alternatives. Any MCDM
problem can be represented by a matrix (X) comgjstf m alternatives and n criteria.

Xy e Xy
x| @ .

11 A mn
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wherexij is the performance measure of ittt alternative on thgth criterion. In MCDM
methods, it is also required to determine the piyiaweight (vj) of each criterion such that
the sum of weights for all the criteria equals te.0By using AHP or entropy method, these
priority weights can be determined. In this papeg, use the following MCDM methods in
order to compare the ranking performances of diffetMCDM methods while solving a
facility location selection problem.

2.1. ARAS Method

The typical MCDM problem is to deal with the tagkranking a finite number of decision
alternatives, which each of them is explicitly désed in terms of different decision criteria
that should be taken into account simultaneoushe Additive Ratio Assessment (ARAS)
method was introduced by [15]. In the ARAS methadutility function value which
determines the complex relative efficiency of asfele alternative is directly proportional to
the relative effect of values and weights of themuaiteria considered in a project.

The first stage of this method is to form the decisnmaking matrix (DMM). In the
MCDM of the discrete optimization problem, eachlpem is represented by the following
DMM of preferences for m feasible alternatives.(iie rows) rated on n sign full criteria
(i.e., in columns):

Xo1 XOj Xm
X=[Xy1 X % [, i=0,..,mj=1..1 (1)
Xml ij an

where m is the number of alternatives, is the number of criteria describing each
alternative,xijis the value that represents the performance valutheoi-th alternative in
terms of thg-th criterion, andkQjis the optimal value of thgth criterion. If an optimal value
of thej-th criterion is unknown, then we have:

X0j = max; x;j, if max; x;;is preferable; )
X0j = min; x;;, if min; xjjis preferable; @)

The performance valueg and the criteria weightsj are usually considered as the entries
of a DMM. The system determination of criteria asllvas the values and initial weights of
criteria are done by experts. The information cancbrrected by the interested parties by
taking into account their goals and opportunitidsen in several stages, the determination of
the priorities of alternatives is carried out. Ugyahe criteria have different dimensions. In
the next stage, the dimensionless weighted valeeseaeived from the comparative criteria.
The ratio to the optimal value is used in orderatoid the difficulties caused by different
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dimensions of the criteria. There are various tiesothat describe the ratio to the optimal
value. However, by applying the normalization dD&IM, the values are mapped either on
the interval [0, 1] or the interval [63]. In the second stage, the initial values of ladl triteria
are normalized - defining valueﬁ of a normalized decision-making matxix

Xo1  Xoj Xm

Y: Xi1 ;IJ Xin ; I = 01-"!m;j = 1!-"! (3)

Xmi Xmj Xmn

The normalization of criteria, whose preferableuesl are maxima, is done by applying a
two-stage procedure as follows:

. ij

X|] = 4
E “ (4)
i=0

All the criteria having different dimensions can bempared when the dimensionless

values of the criteria are known. Defining a norzed-weighted matrix ;— is the third
stage. We can evaluate the criteria with weightsy3 1. As weights are always subjective
and influence the solution, only well-founded wegtshould be used because. Usually
determination of the values of weighitis done by the expert evaluation method. The stim o
weightsw; will be limited as follows:

n
> ow . =1
j=1 ! (5)
Xo1  Xoj Xmn
X = Xi1 XIJ Xin , I = O,...,m;j = 1,..., (6)
Xmi Xmj Xmn
Normalized-weighted values of all the criteria eadculated by:
A . .
Xij =Xij wj ;i=0,....m (7)

wherew; is the weight (importance) of tii¢h criterion andﬂ is the normalized rating of the
j-th criterion. The optimality function values arengputed by:
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n A .
SI =_2_ Xj ; i=0,....m (8)

where§ is the value of optimality function of theh alternative.

The best and least ones are the biggest and walsts; respectively. Considering the
calculation process, the optimality functiBnhas a direct and proportional relationship with
the valuesx; and weightsw; of the investigated criteria and their relativeluehce on the
final result. Therefore, the greater the valuehaf optimality functiorSi, the more effective
the alternative. According to the valG¢ the priorities of alternatives can be determinfsl.

a result, evaluating and ranking decision alteveatiwill be convenient when this method is
used.

The alternative utility degree is determined by amparison of the variant, which is
analyzed with the ideally best o088 The equation used for the calculation of theitutil
degreeK; of an alternativé\ is given below:

K S' 0
i_%'l_ oM (9)

where§ andS, are the optimality criterion values obtained fr&op (8).

It is obvious that the calculated valu€sare in the interval [0, 1] and can be ordered in an
increasing sequence, which is the wanted orderretguence. According to the utility
function values, the complex relative efficiencytlod feasible alternative can be determined.

2.2. COPRAS Method

Zavadskas et al. [16] developed the preferenceimgnkethod of Complex Proportional
Assessment (COPRAS). Under the presence of mutagalhflicting criteria, this method
assumes the direct and proportional dependencéseopriority and utility degree of the
available alternatives. With respect to differentecia and corresponding criteria weights, it
considers the performance of the alternatives. uaielg the direct and proportional
dependence of the significance and utility degreal@rnatives in a system of attributes,
weights, and values of the attributes is allowedHgydecision approach. A solution with the
ratio to the ideal solution and the ratio with tdeal-worst solution is determined by this
method [16], which is simply the best and worstusoh. By comparing the analyzed
alternatives with the best one, the degree oftytii determined. The values of the utility
degree are from 0 to 100% between the worst andatesnatives. This method has already
been applied successfully to solve various problemshe field of construction [16-18],
property management, economics, etc. The stepHieof COPRAS method are noted as
follows [19]:
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Step 1: Develop the decision matr¥(objectives).

Xy Xy, e Xy
(10)
Xy, Xpp oo Xy,
X =[Xij ]mxn = : : :
Xog e e X

wherex; is the performance value of theh alternative on thgth criterion,mis the number
of alternatives, and is the number of criteria.

Step 2: Normalize the decision matrix using thelofesing equation to obtain
dimensionless values of different criteria so tdhof them can be compared [17].

X;
R=[§j]mxn= rgx (11)
i1 "

Step 3: Determination of the weighted normalizedglen matrix,D:

D =[y;lmxn =14 xw;;i=12,...m;j=12..n (12)

whererj is the normalized performance value of thé alternative on th¢th criterion
andw; is the weight of-th criterion. The sum of dimensionless weightedmalized values
of each criterion is always equal to the weighthait criterion.

Z& Yij =W, (13)

It can be said that the weight, of the investigated criterion is proportionallystlibuted
among all the alternatives according to their wegdmormalized valuey;.

Step 4: For both the beneficial attributes and beneficial attributes, the sums of
weighted normalized values are calculated. Thesbettthe attainment of a goal; the lower is
the value of a non-beneficial attribute (e.g., @yic©n the other hand, the greater is the value
of a beneficial attribute (e.g., quality), the letts the attainment of a goal. These sums are
calculated using the following equations:

S, = Zl Yo (14)
j=

)

I
INGE
<

i (15)

1

J

wherey,;; andy-; are the weighted normalized values for the berafamd non-beneficial
attributes, respectively. The greater the valug.gfthe better is the alternative, and the lower
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the value ofS;, the better is the alternative. The degree ofgatthined by each alternative
is express by th&,; and S, values. The sums of ‘pluseS., and ‘minuses’S; of the
alternatives are always, respectively, equal tostives of weights of the beneficial and non-
beneficial attributes as expressed by:

s -3 S=23 y, (16)

i=1 j=1

I

.M3
Ms
M-

1
uN

S_ ; S—i =i yij (17)

Il
=
Il
uN

In this way, Equations (16) and (17) can be usecktdy the calculations.

Step 5: Determine the preferences of the altereaton the basis of defining the positive
alternativesS,; and negative alternativ&s; characteristics.

Step 6: Determine the relative preferences or piesrof the alternatives. The priorities of
the candidate alternatives are calculated on tkes ldQi. The greater the value @i, the
higher is the priority of the alternative. The tala preference value of an alternative shows
the degree of satisfaction attained by that altereaThe alternative with the highest relative
preference value(mnay is the best choice among the candidate altemmtiThe relative
preference value (priority); of thei-th alternative can be obtained by:

m
S—minizls—i (18)

m S X
S—i Z ( —mi

i=1
whereS in is the minimum value d&;;.

nS_i)

Step 7: Calculate the quantitative utilityy;Y for thei-th alternative. The degree of an
alternative’s utility is directly associated witis relative preference valu@;j. By comparing
the priorities of all the alternatives with the mefficient one, the degree of an alternative’s
utility, leading to a complete ranking of the catate alternatives, is determined and can be
denoted by:

U, = N «100% (19)
Qmax

whereQmaxiS the maximum relative preference value. It iseled that with the increase or
decrease in the value of the relative preferenceafoalternative, its degree of utility also
increases or decreases [16]. Candidate alternatitity values, range from 0 to 100%.
Therefore, this approach allows for evaluating thect and proportional dependence of
preference and utility degree of the consideredr@adttives in a decision-making problem
involving multiple criteria, their weights, and feeence values of the alternatives with
respect to all the criteria.
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49 Solving a Facility Location Problem by Three

2.3. TOPSIS Method

A TOPSIS (Technique for Order of Preference by &inty to Ideal Solution) method is a
multi-criteria decision analysis method, which vaaigjinally developed by [20] with further
developments by [21 and 22]. This method consitteee types of attributes or criteria:

¢ Qualitative benefit attributes/criteria
e Quantitative benefit attributes
e Cost attributes or criteria

In this method, two artificial alternatives are bipesized:

Ideal alternative: the one that has the best lfredll attributes considered; and negative
ideal alternative: the one that has the worstatte values.

TOPSIS selects the alternative that is the clogeshe ideal solution and farthest from
negative ideal alternative. TOPSIS assumes thahawe m alternatives (options) and n
attributes/criteria and we have the score of egutlow with respect to each criterion. bLgt
be the score of optianwith respect to criterion We have a matriX = (x;)mxn. LetJ be the
set of benefit attributes or criteria (more is bgtand let)' be the set of negative attributes or
criteria (less is better). The steps of the TORB&hNod are as follows:

Step 1. Construct the normalized decision matrixisTstep transforms various attribute
dimensions into non-dimensional attributes, whilkbmes comparisons across criteria.
Normalize scores or data as follows:

r..

i = X ! (zxzij) i=1,..m,j=1..n (20)
|

ij
Step 2: Construct the weighted normalized decisiatrix.
Assume that we have a set of weights for eachrierivgj for j = 1,...n Multiply each
column of the normalized decision matrix by itscasated weight. An element of the new
matrix is as follows:

Vip = Wi g i=1,..m, j=1..,n (21)
Step 3: Determine the ideal and negative idealisois.
Ideal solution:
* * * 22
Az{vl,...,vn} ( )
wherevj ={max(y; ) if iTa; miin(\ﬁ yif 131
|
Negative ideal solution:
(23)

A = {Vl_’ ...,vn_}
whereV = {miin(vij) if jedmax(y )if jed? }
[

Step 4. Calculate the separation measures for aéammative. The separation from the
ideal alternative is as follows:
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* * 212 24
S =[] (vj - vij ) ]/ i =1,..,m ( )

Similarly, the separation from the negative iddtdraative is as follows:

_ 2, 2
S =10 (vj_— vij ) ]/2 i =1,..m ( 5)

Step 5: Calculate the relative closeness to tha gtdutionCi* as follows:
C=§7/(§+5) 0<f<1 (26)

A set of alternatives can now be preference ramloedrding to the descending order of
Ci*.

2.4. Final Ranking Method (REGIME)

The REGIME method was described by [23 and 24]clis an ordinal generalization of
pairwise comparison methods, such as concordanalyss The steps of REGIME are
explained as follows:

Step 1: Computing the concordang@ising the following equation:

1€ 6
Cil is the set of concordance that reflects the setttoibutes for whicha;is at least as
good asz; € A, wherea;anda, €A. m; is the weight of the attribulg eF.

Step 2: Construction of the regime matrix by pasevcomparison of alternatives in the
multi-criteria evaluation table. For every critarjat is examined whether has a better rank
thanb, then on the corresponding place in the regimeixndite number-1 is noted, while if
ais a better position tham then—1 will be placed in the regime matrix.

Step 3: Next, for each criteriggy an indicatok;;, j for each pair of alternativea;(a;)
can be defined by:

+1if rij < I'|j (28)
CijGi | Oif fj =
-1if rij >r|j

wherer;;(r;;)is the rank of the alternativg(a;) with respect to attributg;

The elements of the regime matrix are called regiared they are used to determine the
rank order of alternatives. The concordance inttexthe alternative; is given by:
Ci :JZ”J' G (29)

Step 4: Construction of a pair-wise comparison ixdt;, defined as:
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—1if CiI <0

+1if C, >0 (30)
v |
il
This matrix consists of elements equal to 1 oraiid zeroes on main diagonal. A final
ranking can be achieved on the basis of m@jrixThe alternative that has a maximum
number of positive elements (i.e., +1 in the madyixis considered as the best alternative.

3. Case Study

In this paper, we consider the layout design pregdsy Shahanaghi and Yazdian [14]. A
two-phase approach is employed by them to deal thith problem. The decision maker
scores and ranks all potential distribution cen{®€) locations with regard to a set of
criteria in the first phase. In the second phageutjh a multi-objective mixed-integer
programming (MOMIP) model, final location and distrtion decisions are made, which
incorporate selection of transportation modes dradr tassociated loads. They have used
AHP and TOPSIS to determine the relative importamiceach criterion and to do the final
ranking, respectively. This example considers ability location selection criteria and four
alternatives DC. The six criteria considered irs throblem are, Fire history (F); Access to
infrastructures (I); Reliability in operations (R}joseness to market (M); Expert personnel
availability (P); Earthquake possibility (E).

Following, we consider the same example to dematestithe applicability and
effectiveness of our three other well-known MCDM thwels used in this paper. The
hierarchy structure of the facility location proimes shown in Figure 1 [15].

Goal layer

Facility location selection

A

R Criteria layer

A, A Alternative
layer

FIGURE 1. Hierarchy structure of a facility location problem

4. Computational Results

First of all, we need the decision matrix for rac&lculation, as shown in Table 1.
Following, we present the results for three MCDMInoels.
4.1. TOPSIS Method

The normalized decision matris [rj]) by using Equation 20 is presented in Table 2.
The weighted normalized decision matri¥=([v;]) is shown in Table 3, in which each
element is calculated by Equation 21.
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The ideal solution (A*) and negative-ideal soluti@a) are calculated by using Equations
22 and 23, respectively.

A* ={0.028, 0.066, 0.032, 0.072, 0.022, 0.110},

A- ={0.195, 0.328, 0.018, 0.031, 0.007, 0.047}.

Table 4 presents the separation measures for d@chative by using Equation 24, the
separation from the negative ideal alternative §imgi Equation 25, and the final ranking of
the TOPSIS method according to the relative closene the ideal solution calculated by
using Equation 26.

4.2. ARAS Method

The value of optimality function of each alternati{®i calculated by using Equation 8
and final ranking according to these values aregnted in Table 5 as follows.

TABLE 1. Decision matrix for rank evaluation

Alternatives E F | R M P
Criteria 0.255 0.394 0.047 0.107 0.034 0.164
weights

A, 3 1 7 3 7 5
A, 1 5 5 5 9 3
As 7 1 5 5 3 7
A, 5 3 9 7 7 5

TABLE 2. Normalized decision matrix

Alternative E F | R M P
A 0.327 0.167 0.522 0.289 0.511 0.481
A, 0.109 0.833 0.373 0.481 0.656 0.289
As 0.764 0.167 0.373 0.481 0.219 0.674
Ay 0.546 0.5 0.671 0.674 0.511 0.481

TABLE 3. Weighted normalized decision matrix

E F I R M P
A 0.083 0.066 0.025 0.031 0.017 0.079
Az 0.028 0.328 0.018 0.051 0.022 0.047
Az 0.195 0.066 0.018 0.051 0.007 0.110
Ay 0.139 0.197 0.032 0.072 0.017 0.079

TABLE 4. Final ranking and closeness coefficients of potential DC locations

E3

Alternatives S S; Closeness coefficient Rank
A 0.076 0.278 0.791 1
A, 0.271 0.169 0.384 4
As 0.169 0.271 0.616 2
A, 0.175 0.153 0.476 3
TABLE 5. Final Ranking of ARAS

Alternatives S Rank

A 0.0993 2

A, 0.0757 4

As 0.1099 1

Ay 0.0919 3
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4.3. COPRAS Method

Table 6 presents the relative preference value (prority), Qi, and the degree of an
alternative’s utility that are calculated by usiBguations 18 and 19, respectively. It also
shows the final ranking according to these values.

TABLE 6. Final Ranking and closeness coefficients of potential DC locations

Alternatives Q U; Rank
A 0.7279 0.9667 3
As 0.7212 0.9578 4
Az 0.7461 0.9910 2
Ay 0.7529 1 1

4.4. REGIME Method

A ranking method is proposed by [25], which comBirllee ranking results of the three
MCDM methods. This ranking method is very similar the REGIME method and is
different only in place of criteria used in REGIME/e take into account three MCDM
methods as criteria. Obtaining a composite finaekyavhich combines the ranking results of
all the other methods, is the main objective behimd. The impact matrix is shown in
Table 7. The REGIME matrix is presented in Table 8.

Tables 9 and 10 show the paired comparison mairiedmposite rank calculation and the
final ranking obtained by this method, respectively

Also the same study has been done by Turskis amddd&as [15], who employed four
well-known MCDM methods, namely GRA, MOORA, ELECTRIEand OCRA. The results
are shown in Tables 11 to 13. We can see from tre=sdts that the final rank is different
from our study and it is due to the different methdhat employed in order to rank the

alternatives.
TABLE 7. Impact matrix

Alternatives TOPSIS ARAS CORPAS

A 1 2 3

A, 4 4 4

As 2 1 2

Ay 3 3 1

TABLE 8. REGIME matrix
Alternatives TOPSIS ARAS CORPAS

A A, 1 1 1
A, Az 1 -1 -1
A, Ay 1 1 -1
A,y Aq -1 -1 -1
A, Az -1 -1 -1
A,y Ay -1 -1 -1
As Aq -1 1 1
As A, 1 1 1
Az Ay 1 1 -1
Ag Aq -1 -1 1
Ag A, 1 1 1
Ag Az -1 -1 1
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TABLE 9. Paired comparison matrix

Alternatives A A, As Ay
A 0 1 -1 1
As -1 0 -1 -1
Az 1 1 0 1
Ay -1 1 -1 0

TABLE 10. Final rank of alternatives

Alternatives Total no. of positive elements (+1) nalirank
Aq 2 2
Ay 0 4
Az 3 1
Ay 1 3

TABLE 11. REGIME matrix

Alternatives GRA MOORA ELECTRE Il OCRA
AL A, 1 1 1 1
Ay A 1 1 1 1
AL A, 1 1 1 1
A A 1 -1 1 1
A, A 1 -1 1 1
A, A, 1 -1 1 1
As A 1 -1 1 1
As A, 1 1 1 1
As A, 1 1 1 1
Ay A 1 -1 -1 -1
Ay A, 1 1 1 -1
A, As -1 -1 1 -1

Table 12. Paired comparison matrix

Alternatives A A, As Ay
A 0 1 1 1
A, -1 0 -1 -1
Az -1 1 0 1
Ay -1 1 -1 0
TABLE 13. Final rank of alternatives
Alternatives Total no. of positive elements (+1) nalirank
Ay 3 1
A, 0 4
Az 2 2
Ay 1 3

5. Conclusion

Solving a facility location selection problem whilgnking the performance of three most
well-known MCDM methods (i.e., ARAS, COPRAS and T®8) was investigated in this
paper. It was shown that by the choice of the MCBthods employed, the rankings were
significantly influenced. Due to the differencetire mathematical modeling, the discrepancy
appeared between the rankings obtained by varid@®M methods while solving a decision
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problem. Hence, deciding which ranking method west Isuited for the problem became so
difficult for the decision maker. Thus, a final kimy model based on REGIME method was
used in this paper. As, instead of depending onrdselts of just one or two MCDM
methods, this model combined the ranking resultinbd by three different methods.
Additionally, the model could be considered mordiabde for the decision problems.
Furthermore, the results of this study were conparg the results of the same study
employed four well known MCDM methods (i.e., GRA,O@RA, ELECTRE-Il and
OCRA). The results showed that the final rank wiffer@nt.
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