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1. Introduction

The first research in flow shop scheduling probleas been done by Johnson [1]. Johnson
described an exact algorithm for the minimizatidnnakespan for flow shop scheduling
problem with n jobs and 2 machines. Several algorét such as branch and bound have been
proposed to achieve the exact solution for thidbj@m [2-5]. Thornton and Hunsucker [6]
have proposed a new heuristic method for flow slksspeduling problems with the
minimization of makespan with multiple processand ao intermediate storage. Bouquard et
al. [7] has presented various forms of flow shdpesitling problem to minimize makespan.
Recently many researchers have focused on the fuseeta-heuristic algorithms to solve
scheduling problems. (See [8-18]). Also, so manytinabjective algorithms have been
proposed. For example, Chang et al. [19] proposesphase subpopulation GA. In this
approach simultaneously applies several subpopukatand assigns the weight for this
subpopulation to explore the solution space unifpridierarchical Fair Competition Model
which divides the population into a hierarchicatsture proposed by Hu et al. [20]. Mining
Gene subpopulation GA that employs a mining genbnigue based on the subpopulation
genetic algorithm offered by Chang et al. [21]. @dvand Almeida [22] proposes a similar
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idea to the two-phase subpopulation genetic algorivhich proposed by Chang et al. [19].
Tan et al. [23] in their article are shown applyitige immune algorithm to solve multi-
objective problems. Two algorithms NSGA-II in Detoak [24] and SPEA-II in Zitzler et al.
[25] are the best known algorithms for solving NHDbjective scheduling problems. A
multi-objective immune algorithm is proposed by @kkoli-Moghaddam et al. [26] for the
flow shop problem and this algorithm is comparedhwa conventional multi-objective
genetic algorithm, SPEA-Il. Genetic algorithm int&gd with artificial chromosomes for
multi-objective flow shop scheduling problems iesented by Chang et al. [27]. In their
article, an artificial chromosome generating me@ranis designed to reserve patterns of
genes in elite chromosomes and to find possibkebsblutions.

In this paper, a flow shop scheduling problem issidered with two objectives. In order to
solve this problem, a genetic algorithm is presgnte the proposed algorithm is used to
elitism and tabu search algorithm to improve it6grenance. The following is a summary of
the various parts of this article: In the next mectwe described the problem and its
dimensions. The third section discusses the prapalgmrithm and its features. In the fourth
section, presents two examples and have examinedpénformance of the proposed
algorithm. In the fifth section has been paid taaasions of the paper.

2. Problem description

The flow shop scheduling problem (FSP) involvegobs processed om machines and if
the sequences of processing jobs are the samdl fmaehines, then the problem becomes
permutation flow shop scheduling problem (PFSP)this process, every job has some

operation®, ;,0,;,...,O, ; and each operation has a non-negative processigg;ti The
job operationG; ; must be only executed on machiné machine cannot perform more than
one operation per time. Operati@h ; can be performed only after operatan, ; [28].

In this paper we have considered two objectivesasp&n and total due date c¢Bfl ., as
objective functions of our problem. Assume permatajob set iéﬂl,ﬂz,...,ﬂn}, According

to Yagmahan and Yenisey [29], completion timesstw@vn asC(z;, j Xhen we have:

C(r D) =t(ry )

C(m; ) =C(m;, D +t(7; ) i=2,...,Nn

C(7y, ])=C(my, | =D +t(my, ) j=2,...,m

C(z;, j)=max{C(x,_4, |),C(x;, ] 1)} +t(z;, )} i=2..,n ;j=2..m
Then,

f, = Makespan = C(z,,,m),
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According to notation in Moslehi et al. [30], irflaw shop, earlinesg¢E; and tardinesgT, )
of each jolh, maximum earlineq&,,, ,) maximum tardinesd,,., ,) and the sum of
maximum earliness and tardiness are considerestaisitie date coET,,, .)

Eax = n"\La>{max{O, d —t,.}} i=2..,n

|
Tmax=mvz;l>{max{0,tim -d;}} i=2,...,n

|
And,
ETmax = Emax + Tmax:
Then,
f, =ET, . =Total Duedate Cost= rrg;'_:v(max{o,di —ti g + rr;axmax{o,tim -d}}

| |
i=2,..,n
According to Shahsavari pour et al. [31], the fméunction is defined as Formula (1):
fi—f, + fo—f, + 1)
FT = Wfl X 1 lmll’l 7/ + Wf2 X 2 2m|n y
f:I-max - flmin +7 fzmax o f2min +7

And, wy +w; =1 and O<w,w¢ <1

wherew; ,w;, and are the planner-specified weight and inditagerelative importance of
makespan and total due date cogstis a very small positive number in order to preaven
dividing by zero in the fitness functionf.Jmin andf1max are minimal and maximal values of

makespan,f, —andf, are minimal and maximal values of total due datstdn the

current population.

3. Describing the presented GA

In this paper, a new genetic algorithm is proposédch the following has been studied and
explained the different features and parameterst,Ro search deeper in each generation,
some numbers of permutations are generated randamdlyare added to total population for
selecting in the next generation. By doing this cpoure, are produced several new
permutations in each generation. This increasegnbigability of finding an optimal answer
for problem. In the second step, a tabu searchritligo (as described in the following) is
generated, if they create better answers, thedfglem is replaced by the first permutation.
Thus, problem environment will checked more, aratlaases the probability of achieving the
optimal solution. And finally, to avoid eliminatiasf the top answers in every generation has
used the concept of elitism. For this goal, in egeheration some of the best sequences to be
transferred directly to the roulette wheel in ngeneration. With this action with higher
chance we will be able to keep the top answerseanyegeneration.
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Tabu search was introduced first by Glover [32] #reh in the next articles paid to develop
and introduce applications of this method [33-34jis method is a sequential algorithm, that
obtains a set of problem solutions, with successiowes from one solutiorx,, to another
solution asx,,; in its neighborhood/ (x,, Yhe movements are done with aim of reaching a
good solution (optimal or near-optimal) and evadutite objective function such(x) that

must be minimized. A flow chart of algorithm is prded at Figure 1 and a pseudo code of
this algorithm is shown below:

Pseudo-code for a simple tabu search (TS)

1. Setn=1, Selectx,and sek = x,,.
2. Selectx; fromV(x,).
2.1- If the movex, X; is on the tabu list set, ; = x, and go to 3

2.2- If the move, X; IS not on the tabu list set, ; = X;,

Add the reverse move to thedbthe tabu list

and delete the entry on thedrott
IF(x)<F(x), setx =x.

3. Setn=n+1.
Stop if stopping criteria are satisfietherwise go to 2.

4. Computational results

In this section, two examples are presented touatalthe proposed method. To perform
experiments we coded our algorithm in visual b&si@pplications (VBA) and run it in Intel
T6570, 2.1 GHz with 2 GB RAM.

Example 1: At first is used from the paper Ho and Chang [2§]this paper is presented an
example with 4 machines and 5 jobs. The procedsing of each job on each machine are
given At Table 1. The objective is the minimizatmirmakespan.

The best sequence obtained for this problem i2,(%, 1, 3) with the makespan = 213. We
have implemented our algorithm 100 times with tprecessing time which the method
presented in this paper has achieved to this numI8% of the experiments. Table 2 shows
the comparison of makespan value achieved by vaadicles.

Example 2: In this example we used the Reeves problems J&@kh the test problems can
be downloaded from OR-library web site (http://pedmrunel.ac.uk/~mastjjb/jeb/info.html).
To find appropriate values for the parameters, ritlym was performed with different values,
and the best values that obtained from the expetinage used as a basis for future
experiments. Examples are including (20, 30, 50 jatas and (5, 10, 15, 20) machines.
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Initial parameters (M, N, Population number,
Ceneration number, Cross over & Mutation rate)

Generate initial population

.
™

Roulette Wheel

Crossover

Total
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Selection Mutation
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using RANDOM base

% Random

L e

(1— )% Elitism

Tabu search algorithm

No End condition

is obtained?

Figure 1. Flow chart of presented GA algorithm
The relative percentage increa@e in any objective value for schedulegenerated by any

algorithm is given as (2).f; and f," are objective value obtained by GA algorithm and
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proposed algorithm which finds after run progran® &éhes for each problem. After finding
the minimum for any objective, results are repe&@dimes to findA(f;) and A(f,), and
their averages are selected as the output. Theveelgercentage increase in total objective
value (A, ) for schedule T generated is calculated as forr(8)laEqual relative weighting is

chosen to the makespan and total due date cosdtbdrobjective value, them =, = 05.
The results are proposed in Tables 3. Results péregxents show the superiority of the

proposed approach.

f; —min(f;, f,")
min(f/, f;")

A(fi):( j*lOO i=12

Ay =g A(fy) + o, A(T,)

Table 1. Process times for the example

Job M1 M3 M3
J, 31 41 25
J, 19 55 3

J, 23 42 27
J, 13 22 14
J 33 5 57

a1

Table 2. Comparison of different articles

Articles Per mutation
Ho and Chang (4,2,5,1,3)
Dannenbring (5,1,2,3,4)
Gupta (2,1,5,3,4)
Campbell et.al (4,2,1,5,3)
Palmer (5,2,4,1,3)
Hundal and Rajgopal 4,5,2,1,3)

NEW APPROACH 4,2,5,1,3)

(2)

3)

30
34

13
19

M akespan

213
256
251
246
245
236

213
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Table 3. Result of comparison of GA with proposkgbathm

ErallET N M GA Proposed approach
number A(fy) A(fp) Ay A(fy) A(fp) Ay
ReC01 20x5 0.79 1.73 1.26 0.37 0.29 0.33
ReCO03 20x5 0.33 2.41 1.37 0.10 0.81 0.46
ReC05 20x5 0.91 1.09 1.00 0.49 0.20 0.35
ReCO07 20x10 1.71 3.19 2.45 0.29 0.59 0.44
ReC09 20x10 0.70 1.61 1.16 0.92 0.18 0.55
ReC11 20x10 1.12 2.99 2.06 0.42 0.69 0.56
ReC13 20x15 1.01 0.99 1.00 0.18 1.91 1.05
ReC15 20x15 1.79 1.81 1.80 0.30 1.01 0.66
ReC17 20x15 1.42 2.78 2.10 0.68 0.92 0.80
ReC19 30x10 1.29 3.10 2.20 1.99 0.81 1.40
ReC21 30x10 1.82 2.61 2.22 0.38 0.30 0.34
ReC23 30x10 1.19 2.88 2.04 0.22 1.29 0.76
ReC25 30x15 1.92 1.30 1.61 0.81 1.04 0.93
ReC27 30x15 2.92 3.39 3.16 0.49 0.81 0.65
ReC29 30x15 1.28 1.29 1.29 1.39 1.30 1.35
ReC31 50%x10 1.88 2.71 2.30 1.20 1.61 1.41
ReC33 50x10 2.18 1.06 1.62 1.16 0.72 0.94
ReC35 50x10 1.76 2.47 2.12 0.55 1.04 0.80
ReC37 75% 20 2.77 1.17 1.97 0.82 0.69 0.76
ReC39 75% 20 1.30 3.81 2.56 1.79 1.17 1.48
ReC41 75% 20 1.81 2.91 2.36 1.20 0.92 1.06
Average 1.519 2.252 1.886 0.750 0.871 0.811

5. Conclusions

This paper presented an efficient algorithm for tirabjective problems. A bi-objective flow
shop scheduling problem was considered to verigy garformance of this algorithm. The
makespan and total due date cost were this twocigs and Total due date cost was
included the sum of earliness and tardiness cdst. genetic algorithms were presented for
solving this problem involved some features thathdhelp to improve its performance. In
this algorithm, in order to improve local searchitige tabu search algorithm was used. The
results of implementing these algorithms in the potar and comparison of them with
genetic algorithm, showed better performance fogs@nted algorithm. In future, this
algorithm can be applied to other multi-objectivelgems.
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