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A B S T R A C T 

Breast cancer has been the riskiest malignancy among ladies around the world. Nearly 2 million new 

cases were diagnosed in 2018. The main problem in the detection of breast cancer is to find how 

tumors turn into malignant or benign and we can do this with the help of machine learning techniques 

as they provide an appropriate result. According to research, an experienced physician can diagnose 

cancer with 79% accuracy while using machine learning techniques provides an accuracy of 91%. In 

this work, machine learning techniques have been applied which include K-Nearest Neighbors 

algorithm (KNN), Support Vector Machine (SVM), and Decision Tree Classifier (DT). To predict 

whether the cause is benign or malignant we have used the breast cancer dataset. The SVM classifier 

gives more accurate and precise results as compared to others, and this classifier is trained with the 

larger datasets. 
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1. Introduction  

The enhancement of science and technologies has made life more comfortable than in older days. 

The emerging technologies like neutrosophic shortest path [1-5], transportation problem [6-8], 

uncertainty problem [9,-14], fuzzy shortest path [15-19], Powershell [20], wireless sensor 

network [21-28], computer language [29,30], neural network [31], routing [32], image processing 

[33] have made the products more intelligent and self-healing based. Smart city applications like 

smart water [34, 35], smart grid, smart parking, smart resource management, etc. are based on 

IoT and IoE [36-39] technologies. According to research, an experienced physician can diagnose 

cancer with 79% accuracy while using machine learning techniques provides an accuracy of 91%. 

According to the World Health Organization (WHO) bosom malignancy is situated as the 

topmost infection worldwide and it is extending bit by bit in most of the countries. According to 

cancer.net statistics, an approximate 43,000 deaths will happen because of breast cancer this year. 

To diagnose breast cancer, doctors use many tests which include imaging tests, biopsy, analyzing 

the biopsy sample, genomic test to predict recurrence risk, and blood test. The arrival of new 

medical technologies and a large amount of data have triggered the path for the development of 
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new techniques in the detection of breast cancer. Also, retrieving information from an enormous 

amount of data is a very difficult task. Machine Learning (ML) classifiers can be used to handle 

this task. ML techniques have been used in the past few years for the growth of models to support 

effective decision making. 

There are many ways to detect breast cancer. This task focuses on classifying the performance 

of the ML techniques which has been used in the project. And the performance can be evaluated 

based on the accuracy of classification, recall, and precision. 

2. Related Works 

Numerous examinations with many ideas and techniques are utilized in the field of breast cancer 

detection. Numerous scientists have introduced various techniques and calculations to recognize 

breast cancer. Here, we will talk about some of them. 

Microwave radiometry was used by Barrett et al. [40] in 1977 to detect breast cancer. A 

microwave radiometer was used to measure the thermal radiation of the body. They combined 

infrared thermographic and microwave data which provided them with a 96% positive detection 

rate based on 30 cases. 

The authors [41] discuss the errors which were missed by mammography while detecting breast 

cancer. Two major errors were disclosed: 

 Poor radiographic technique. 

 Shortage in radiographic criteria of cancer. 

In another study [42], the applications of ANNs were applied to the survival analysis issue. The 

ANNs results were compared on different datasets that use morphometric features. The result 

indicates that ANNs were successful in predicting recurrence probability and separating patients 

with bad and good prognoses. In 2010 [43], Computer-Aided Diagnosis (CAD) system i.e. 

ultrasound imaging was used to detect breast cancer which provided more improved diagnosis 

accuracy results.  

3. Literature Review 

3.1. Different Researcher’s Contributions 

Some of the major contributions to breast cancer detection are discussed in the Table.1. 
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Table 1. A literature review of Breast cancer detection. 

 

Additionally, the higher literature review reveals that there are gaps in the study of breast cancer 

detection. As such, the subsequent gaps are studied: 

 Systems like mammography miss breast cancer detection due to poor radiographic technique. 

 Large datasets affect the accuracy of algorithms used in the models. 

 Sometimes cancer is not visible at the time of mammography. 

Thus, it motivates us to provide a new model for society: 

 Implementing machine learning algorithms to larger datasets helps to improve the accuracy of 

results. 

 Using ml techniques gives more precise results than experienced physicians. 

 It reduces overfitting. 

Authors Years Different Techniques used in breast cancer detection 

Gershon-Cohen et al.[44] 1961 The authors proposed a routine examination in the Radiology 

Department of the Albert Einstein medical Centre to detect cancer. 

Stevens et al. [45] 1966 The authors proposed to use a mammographic survey by implementing 

a modified Egan technique to detect breast cancer. 

Barrett et al. [40] 1977 The authors proposed to use microwave radiometry for determining 

breast cancer. 

Martin et al. [41] 1979 The authors proposed the issues found in the mammography strategy 

which incorporates poor radiographic method, nonattendance of 

radiographic models of malignant growth, clear oversight by the 

radiologist, and absence of acknowledgement of unobtrusive 

radiographic signs. 

Li et al. [46] 2001 The authors proposed (2-D) an anatomically realistic MRI-derived 

FDTD model of the cancerous breast for cancer detection. 

Zou et al. [47] 2003 The authors proposed an electrical impedance technique to detect 

breast cancer. 

Chi et al. [42] 2007 The authors proposed Artificial Neural Networks (ANNs) to predict the 

result of breast cancer. 

Cheng et al. [43] 2010 The authors proposed to use the Computer-Aided Diagnosis (CAD) 

system i.e. ultrasound imaging which provides more improved 

diagnostic accuracy. 
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4. Material and Methods 

4.1. Dataset Used for Research 

In this work, we have used the Breast cancer dataset which was retrieve using the UCI repository. 

The dataset includes information of 699 patients of Wisconsin hospitals and it also identifies the 

number of malignant and benign cases i.e. 249 and 450. Dataset consists of ten attributes, some 

of them are mentioned below: 

 Clump Thickness 

 Marginal Adhesion 

 Bare Nuclei 

 Bland Chromatin 

 Normal Nucleoli 

 Mitoses 

 Class 

4.2. Classification Techniques 

Classification is part of the supervised learning approach in which a program first learns from 

the data i.e. input data and then it uses this learning for the classification of new observations. In 

other words, a training dataset is employed to obtain appropriate boundary conditions which are 

used to identify each target class, once such boundary conditions are determined, and to predict 

the target class is the next task. 

ML as a field of study is worried about calculations that gain from models. There are various 

sorts of characterization assignments that you may experience in AI and particular ways to deal 

with the model that might be utilized for each. 

4.2.1. K-nearest neighbor algorithm (KNN) 

KNN is an algorithm that keeps a record of all cases and categories of new cases based upon 

comparison measures. In 1970 this algorithm was used as a non-parametric technique. This 

algorithm is one of the basic procedures utilized in machine learning. It is a technique favoured 

by numerous individuals in the industry because it is simple to use and takes low calculation 

time. 

Pros. 

 Easy to use. 

 Quick calculation time. 
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Cons. 

 Accuracy relies on the nature of the data and must locate an ideal k value.   

 Poor at ordering information focus on a limit where they can be arranged somehow. 

4.2.2. Support vector machine (SVM) 

In machine learning, Support Vector Machine Algorithms (SVMs) are flexible and powerful 

supervised algorithms. They are used for regression and classification. In classification problems, 

it is generally used. SVMs was first introduced in 1960 but later it was improved in 1990. It 

differs from other ML algorithms because it uses a unique way of implementing. In scikit-learn 

SVMs support sparse and dense vectors as input. 

 

 

 

 

  

 

 

 

 

 4.2.3. Decision tree classifier 

The decision tree comes under the supervised machine learning algorithm. To create a 

classification model decision tree classifier uses a decision tree. It consists of nodes, 

edges/branches, and leaf nodes. 

 

 

 

 

 

 

 

Figure 1. SVMs generated hyper-planes. 
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Figure 2. Decision tree classification for a persons’s fitness. 

 

5. Experiment  

5.1. The Proposed Method 

In this work, various machine learning algorithms were used to find out a benign and malignant 

tumour by importing the dataset. By using the matplotlib library, different types of maps were 

plotted to find the actual number of affected cases. After plotting the maps, the dataset was split 

into two parts i.e. training and testing part, as it will help us train our models to check their 

accuracy. Two variables were used after splitting the dataset i.e. dependent and independent 

variable (X and Y). We have applied feature scaling because the machine learning algorithm does 

not understand the unit. So by applying it, we are making it unitless by putting them in a particular 

range. Though we are applying it on the (X) variable because it is an independent variable and 

the dependent variable (Y) is already in the range 0,1.  

Then each model is trained by importing them from sklearn.linear_model by making a classifier 

of the models. We have also acquired the classification report using the sklearn.metrics which 

reports the models. 
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Figure 2. The number of benign and malignant cases; 2- benign 4-malignant. 

 

6. Result and Discussion 

This part describes the results of the classifiers which has been used in this paper. It includes the 

classification report which consists of accuracy, recall, and precision. 

6.1. Accuracy 

Accuracy tells how well the classifier can predict the correct cases into their actual category. To 

find accuracy, the number of right predictions are divided by the total number of instances in the 

dataset. Table 2 shows the accuracy values of the models.  

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
Correct Predictions

All Predictons
 

 

Table 2. Accuracy values of models. 

 

 

6.2. Precision 

Precision tells us that it handles the positive predictions and on the other hand it does not describe 

much about the negative predictions. To find precision, true positives are divided by true 

positives + false positives. Table 3 shows the precision values of the classifiers. It is also known 

as positivity. 

 KNN SVM DTC 

Accuracy 95% 96% 93% 
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Precison =
tp

tp+fp
, where tp = True Positives and fp = False Positives 

Table 3. Precision values of classifiers. 

 

 

 

 

6.3. Recall 

Sensitivity is used to find recall values true positive values are divided by true positives + false 

negatives. Table 4 shows the recall value of the classifiers. 

Recall =
tp

tp+fn
, where tp = True Positives and fn = False Negatives. 

Table 4. Recall values of classifiers. 

 

 

 

 

7. Conclusion 

In this work of breast cancer prediction, we have applied machine learning models which have 

put up a great performance. The main intent of the paper was to find malignant and benign cases 

and to provide more accurate results as compared to the experienced physicians. And the results 

above have shown that the models have provided a better performance while experimenting. We 

have also described the performance comparison of the used models. It shows that SVM has the 

highest performance in the field of accuracy, precision, and recall. In the last few years, machine 

learning methods have been utilized in the field of clinical science to settle an increasing number 

of complex clinical issues. This model can be deployed in an application for the well-being of 

society. 
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