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ABSTRACT

Keywords :

Data envelopment analysis (DEA) is a non-parameamalytical
methodology widely used in efficiency measurementdecision
making units (DMUs). Conventionally, after identifg the efficient
frontier, each DMU is compared to this frontier acidssified as
efficient or inefficient. This thesis introducesethmost productive
scale size (MPSS), and anti- most productive ssiake (AMPSS), and
proposes several models to calculate various distabetween DMUs
and both frontiers. Specifically, the distancessidered in this paper
include: (1) both the distance to MPSS and theadist to AMPSS,

where the former reveals a unit's potential oppatjuto become a
best performer while the latter reveals its potdntisk to become a
worst performer, and (2) both the closest distazod the farthest
index, Most productive distance to frontiers, which may proved differenialuable
scale size benchmarking information for units. Subsequentlpsdd on these
distances, eight efficiency indices are introdut@dank DMUs. Due
to different distances adopted in these indices,efficiency of units
can be evaluated from diverse perspectives witferdifit indices
employed. In addition, all units can be fully radkey these indices.

Data Envelopment
Analysis, Efficiency

1. Introduction

Data envelopment analysis (DEA) is a methodologsedaon a linear programming model
for evaluating relative efficiency of decision magiunits (DMUs) with multiple inputs and
outputs. Over the last decade DEA has gained ceraite attention as a managerial tool for
measuring performance. It has been widely usedhenpublic and private sectors, such as
banks, airlines, hospitals, universities and martufars. For a comprehensive overview of
DEA methodology, the reader is referred to the IsaafkCooper et al.

Most DEA models measure the distance between DMudisthe efficient frontier as their
relative efficiency. By this measurement of efficsg, many DMUs are found to have the
same efficiency score, e.g., all efficient DMUsdahus there is no difference between the
efficiency of these units. In order to break the, some extended tools are proposed to
differentiate them and fully rank them, such asssrefficiency methods and super-efficiency
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methods [1]. However, the non-uniqueness of the DRAMal weights possibly reduces the
usefulness of the cross-efficiency method and dipes-efficiency methods some problematic
areas exist, for example, they can give an excelysihugh ranking score to some DMUSs, and
an infeasible issue may occur [2].

Evaluating each DMU according to its distance ® ¢ffficient frontier means it is compared
against the best performers. Such comparison cavidar some valuable insights into the
performance of each unit, such as its potentialodppity to become a best performer and
how to improve its performance. On the other hadéntifying worst performers and
comparing units to those worst performers is atspartant, which is particularly relevant to
crisis and weakness evaluation. A few reasonsuion somparison are mentioned as follows.
Firstly, based on this comparison we are able veakhow far a unit is from the worst ones
so as to find out its potential risk to become astvperformer and its superiority over others.
Secondly, comparison of a unit from two aspeces, comparing this unit against the worst
performers and against the best performers, canuselully understand its relative efficiency
among all units. Thirdly, in general, all units damdifferentiated by the distance to the worst
performers and to the best performers and therefae can be fully ranked. To realize the
comparison against the worst performers, an inefficfrontier which is comprised of those
worst ones is introduced, in a manner similar @éfficient frontier. Both the distance to the
efficient frontier and the distance to the inetfiai frontier are employed to evaluate each
DMU'’s efficiency in this paper.

This paper simultaneously considers two sets: treventional production possi- bility set
(Ty) and the called anti-production possibility safy). Their bounded frontiers are then
called the MPSS efficient frontier (MPSSF) and MPB8fficient frontier (AMPSSF),
respectively. The distances between each DMU aadiwlo frontiers, including both the
closest distances and farthest distances, are ladu by some proposed models.
Subsequently, based on these distances eight atlterrefficiency indices are suggested to
rank units. These models and efficiency indicedrdaute to DEA methodology not only in
the ranking of DMUs but also in providing some \aile benchmarking information.
Specifically, the contributions include the follow aspects. Firstly, both the distance to
MPSSF and the distance to AMPSSF are employed atuae DMUs, where the former
indicates a DMU'’s potential opportunity to becombest performer while the latter reveals
its potential risk to become a worst performer.ddety, both the closest distance and the
farthest distance are suggested to measure hoavuait is from a frontier and consequently
different benchmarking information can be obtaindthirdly, the alternative efficiency
indices based on these distances can help toehtiate all units and thus in general all units
can be fully ranked with one index supplementeddaye other index (indices).

The rest of the paper is organized as follows. i8est2, 3 and 4 are the theoretical part of
our proposed DEA method. Section 2 introduces thigproduction possibility set and
MPSS inefficient frontier which are similar to PP&d MPSS efficient frontier in
conventional DEA analysis. In Sec. 3, some modetsnieasuring the farthest and closest
distances to MPSS and AMPSS are proposed. Basdtlege distances, eight alternative
efficiency indices are presented in Sec. 4. Finalbyme conclusions are drawn in Sec. 5.
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2. Efficiency and inefficiency

Introduced by Charnes et al. [3], the well-knownFC@odel assigns an efficiency score to
each DMU. It identifies an efficient frontier, abdMUs that lie on the frontier are recognized
as efficient, while those that do not are recoghias inefficient. CCR model has a basic
assumption of constant returns-to-scale (CRS) far inputs and outputs. To take into
consideration variable returns-to-scale (VRS), &Bfiodel is introduced by Banker et al [4].
(1984).

First some related concepts are stated, which baga introduced in previous DEA studies.
The definition of the production possibility s&{ is given as follows:

n n n
j=1 j=1 j=1

Definition 1 The set
MPSS = {(X, y) € TV|V0L, 1] (a(x),B(y)) ET,=P< a} 2

is calledtheMPSS efficient frontier.
Now we are at the stage to introduce some simdacepts on inefficiency. First, the anti-
production possibility setA(Ty) is defined as

n n n
ATy = {(x,y)| x < Zx,-x,-,y > Zx,-y,-& Zx,- =1,4520j=1, n} ®3)
j=1 j=1 j=1

Definition 2: Based on the definition dATy, the MPSS inefficient frontier is defined as:
AMPSS = {(X, y) € ATV|\7’(1, VB (a(x), B(y)) EAT, = B> a} (4)

3. Distanceto M PSS efficient frontier and M PSS inefficient frontier

In this section four distances are discussed: dattlistance to MPSS, farthest distance to
AMPSS, closest distance to MPSS and closest dist@nAMPSS. These distances and their
corresponding benchmarking points may be illustrdig a simple example depicted with
Figure 1, where seven DMUs A, B, C, D, E are ineldidind DMU A is considered. Each of
these units comprises one input and one outpuhitnexample, the MPSS efficient frontier
and the MPSS inefficient frontier are DE and BE€spectively. Under I1 -distanch,=
(Xp, ¥p) is the farthest point to DMU A in DE (throughobetpaper farthest/closest point in
DE to one unit means it is the farthest/closesttptmi this unit among all points in DE which
dominate this unit) whil€ = (X¢, §¢) is its farthest point in BC (similarly, throughotlte
paper farthest/closest point in BC to one unit rsaars the farthest/closest point to this unit
among all points in BCD which are dominated by tiwst) and thus AD and AC are its
farthest distances to DE and BC, respectively. BotAnd C can be used as benchmarking
points for DMU A. Note that AD and D are the distarand benchmarking point which are
used to evaluate DMU A. G and F are the closeshtpdio DMU A in DE and BC,
respectively, and its closest distances to DE a@di respectively AG and AF . Similar to
D and C, G and F can also be chosen as benchmaotingg for DMU A.

For DMU A, both AD and AG reveal its potential oppmity to become a best performer
while the other two distances, AC and AF, indicase potential risk to become a worst
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performer. It should be mentioned that such fowtagices are pro- posed from different
perspectives. The conventional farthest distanceMSS is based on a conservative
perspective since the longest path to become MHABSert will be obtained. On the
contrary the closest distance to MPSS is from amgtic perspective because the shortest
path for a DMU to be MPSS efficient is found. Sinliy, the farthest distance and the closest
distance to AMPSS are respectively optimistic andservative since the former finds the
longest path for a unit to be strongly inefficievile the latter reveals the shortest path to
AMPSS. Table 1 summarizes different perspectivab@dge distances and the performance of
each unit can be evaluated from different perspestby choosing different distances.

OutputA

Figure 1 The farthest and closest distances and points Kb

DE: strongly efficient frontier
BC: strongly inefficient frontier
AD: farthest distance to SEF
AG: closest distance to SEF
AC: farthest distance to SIF
AF: closest distance to SEF
D: farthest point to SEF
G: closest point to SEF
C: farthest point to SIF
F: closest point to SEF

Table 1. Different perspectives of four distances

Closest distance Optimistic Conservative

Farthest distance Conservative Optimistic

3.1. Farthest distancesto M PSS efficient frontiers

Suppose thaE: be a set of all units df, vertex efficient, Thu€; is a set of all thd,
efficient MPSSs.



19 Dataenvelopment analysis based on MPSSefficient and inefficient frontiers

Farthest distance to MPSS efficient frontier (FDNBP$an be calculated by the follow- ing
model:

m S
PFDMPSS: max FDMPSS = Z w; s; + Z w st
i=1 r=1
s.t. s; =0x;, — Z iji]- ,i=1,...,m
JEEc
st = leyrj—Qym ,r=1,..,5s
JEEC
JEEC

s; =20 ,i=1,..,m
S;ZO lrzlﬁ"'ﬁs
A; =0, jeEc ©)

wherew;” andw; represent the relative weights assigned to tteksla
The chosen weights are as follows:

wi =1/ (max(y) = minGe)) i = 1/ (max(ry) — min(3) ©
3.2. Farthest distancesto M PSS inefficient frontiers

Suppose thahE. is a set of all units oAT, vertex efficient. ThenAE is the set of alAT,
vertex quite inefficient units. That Means, the agfeall AMPSSs is irAT,,.

Similarly, farthest distance to MPSS inefficienbritier (FDAMPSS ) can be calculated by
the following linear programming, denoted by PFDANS?

PFDAMPSS: max FDAMPSS = ZW[ si +ZWT+ st

i=1 r=1

s.t. s = z )ljxij—Gxio ,i=1,....m

JEAEC
sf =0y, — Z AiYrj ,r=1,..,5s

JEAEC
Z L=1
JEAEC
s; =0 ,i=1,...,m
st =0 r=1,..,s
2>0 ,j € AE, @)

Its weights are also selected as (6). Note thabtthe difference between model PFDMPSS
and PFDAMPSS s in their first two constraints, @himean(x,,y,) belongs toTy in (5)
while in (7) it belongs t&Ty,.

3.3. Closest distanceto M PSS inefficient frontier

For each evaluated DMW,,y,), the closest point and corresponding closest riistao
MPSS inefficient frontier (CDAMPSS) can be calcatht by the following model
PCDAMPSS:

m S
PCDAMPSS: min CDAMPSS = Z wi (g — x;,) + Z wt (Vo — V1)
i=1 r=1
s.t. (x,y) € AMPSS
X =X, l=1,...,m
Yr SV, T =1,..,8 (8)
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where the weights/;” andw;" are also selected as range adjusted ones givés).x, y) is

a point in MPSS inefficient frontier with = (x4, ..., X,) Tandy = (y4, ..., ys)T. Denote the
optimal solution of (8) agx*,y*). then this problem is to find a poifkt*,y*) inMPSS
inefficient frontier AMPSS which will minimize théotal weighted |1 -distance between
(x,y)and DMU(x,,y,). The closest poin{x*,y*)is used as the benchmarking point for
evaluating the

efficiency of (x,,y,)and it would provide some valuable benchmarkingrmiation. For
example, the closest distance CDMPSS indicatesirtefficiency of DMU(x,,y,): the
smaller the optimal objective value is, the clasés to the MPSS inefficient frontier and so
it has the highest risk to become a worst perforrreisome cases those units in critical
situations deserve special attention and improvthegr performance is desirable. Model
PCDAMPSS can help us to find them out by indicatimaf (x* — x,,y, — y*) is the shortest
path for a DMU to become MPSS inefficient.

To calculate the closest point and the closesaultst to AMPSS, the following algorithm is
suggested.

Stepl. by using the below model, obtain the image of DMUP

; - + ot
min 9—5(Zwi S; +Zwr sr)
i=1 r=1

s.t. Z ljxij—si_ = 0x;,, i=1,..,m,
JEAEC
Ayri + 87 = Yros r=1,..s,
JEAE¢
2 =0, j € AE,,
s; =0, i=1,..,m
s =0, r=1,..,s 9)
and show as following;
(H*XP +s577, Yo — S+*) = (fp'yp) (10)
Step2. Use the
max = a

1
a=0 (11)

1
a=0 (12)
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and use the following model for obtained the SnsalfeMPSS.
Step3. Calculate the distance between the two pointsttd/P. Get the minimum distance
as the closest distance to inefficiency boundanyBSS.

3.4. Closest distanceto M PSS efficient frontier

Similarly, the following linear programming problefARCDMPSS, is solved to calculate the
closest point and thus the closest distance to Mef8ent frontier (CDMPSS) can be
obtained:

PCDMPSS:min CDMPSS = Y w;i (xio—%) + ) Wy (r — Vo

2 (xio—1) Z O = ¥ro)
s.t. (x,y) € MPSS
X <Xpp,i=1,..,m
Ve 2 Vo, ¥ =1,...,8 (13)
Let (x*,y*) be the optimal solution of model PCDMPSS whickhis closest point in MPSS
efficient frontier MPSS to DMk, y,). The objective is to minimize the total weightéd |
distance betweefx,y) and(x,,y,). It is clear that the smaller the optimal objeetixalue of
CDMPSS is, the more efficient the evaluated DMU Wwé. Particularly, one DM(,,y,)
with its optimal objective value of 0 means it ®demtical to its benchmarking point
(x*,y")and thus it is MPSS efficient. This model also msdx, — x*,y* —y,) is the
shortest path to bring one DMU to MPSS efficienntrer.
To calculate the closest point and the closesaigt to MPSS, the following algorithm is
suggested.
Stepl. by using the below model, obtain the image of DMUP

min 9—8(ZW{S{+ZWT+ST+>
i=1 r=1

S.t z ijij+si_ = Ox;,, i=1,..,m,
JEEC
AYri = S = Yros r=1,..,s,
JEEC
A =0, j € Eg,
s; =20, i=1,..,m,
st =0, r=1,..,s (14)
and show as following;
(Q*XP -5, Yp + S+*) = (fp'f’p) (15)

Step2. Use the

max = a

aéO (16)
model for obtained the point of image of the biggddPSS
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a=0 (17)
and use the following model for obtained the SnsalleMPSS.

Step3. Calculate the distance between the two pointsCMtIP. Get the minimum distance
as the closest distance to efficiency boundary BES.

4. Some alter native efficiency indices

In this section eight alternative efficiency indicare proposed based on the four distances
mentioned in the previous section and all DMUs rargked according to these efficiency
indices. Note that the FDMPSS as an efficiencyxraed then ranks units according to this
index with the following rule: the smaller the valof FDMPSS, the more efficient the
evaluated unit will be and thus it is ranked higltowever, as discussed earlier the distance
to AMPSS is also as important as the distance t&®|Rvhich can reveal the potential risk
of a unit to become a worst per- former and itsesigpity over others. In addition, besides
the farthest distance which is often consideredh literature, the closest distance to a
frontier can also be used to evaluate efficiencynfra different perspective. So based on
these observations, eight alternative efficienayides are presented in Table 2. The column
of Relation indicates the relationship between iisugafficiency and the index’s value. It is
set as “+” or “=". “+” means the larger the indewxalue the better the corresponding unit
will be, while “~” indicates the opposite: the larghe index’s value the worse the
corresponding unit.

Table 2. The proposed efficiency indices

No. of index | Nameof index  Definition of index Range  of | Relation
value

Index 1 FDMPSS Model PFDMPSS

Index 2 FDAMPSS Model PFDAMPSS [0, +o0) +

Index 3 CDMPSS Model PCDMPSS [0, +0) —

Index 4 CDAMPSS Model PCDAMPSS [0, +o0) +

Index 5 DFD DFD [—1,1] +
= (FDAMPSS — FDMPSS)/(FDAMPSS + FDM

Index 6 DCD DCD [—1,1] +
= (CDAMPSS — CDMPSS)/(CDAMPSS + CDM.

Index 7 RFD RFD = FDMPSS/FDAMPSS [0, +o0] —

Index 8 RCD RCD = CDMPSS/CDAMPSS [0, 4+ 0] —
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Among these indices the first four are the distardiscussed in Sec. 3 while the remaining
four are made up by combining two of these distanioéo one whole. Any of the eight
efficiency indices can be chosen to evaluate efficy according to one’s requirement. The
motivation and justification for proposing theselioes are explained as follows. Firstly, the
indices FDMPSS and CDMPSS, i.e., the farthest nitgtaand the closest distance to MPSS,
indicate how far a DMU is from the best performes.in order to reveal a unit’'s potential
opportunity to become a best performer and find @awvay to improve its performance,
FDMPSS and CDMPSS are appropriate. Secondly, theas FDAMPSS and CDAMPSS,
i.e., the closest distance and the farthest disttem&MPSS, reflect how far a unit is from the
worst performers. As a result, the two indices areal a unit's potential risk to become a
worst performer and its superiority over othersirdlly, in order to fully understand each
unit's situation, its potential opportunity to bese a best performer and its potential risk to
become a worst performer, i.e., its distances tth Hoontiers, can be combined for
consideration. Clearly, for each DMU, it is desleathat its distance to MPSS is as small as
possible, and meanwhile its distance to AMPSS itaege as possible. If the distance to
MPSS is almost equal to the distance to AMPSS, tini$é seems to be in an average
situation. If the former distance is much smallert the latter, it may be regarded as a good
one even though its distance to MPSS is not equaéto. Conversely, when the former is
larger than the latter this unit tends to be a bad. Therefore, the distance to MPSS
combined with the distance to AMPSS can better tjppsithe evaluated unit and more
accurately reveal its relative efficiency among wlits. Index 5 to Index 8 in Table 2 are
suggested based on such observations.

The index of DFD combines FDAMPSS and FDMPSS inte evhole, which satisfies
—1 < DFD < 1. The efficiency of the evaluated DMU can be datiffem its value of DFD,
which will be compared to 0. If DFD is equal to the evaluated DMU has an average
performance. Those DMUs with DFD greater than Ogared performers and among them
some DMUs are in an extreme condition, i.e., thalues of DFD are equal to 1. It is clear
that a DMU with DFD equal to 1 means its farthastahce to the MPSS efficient frontier is
0. Thus it is MPSS efficient and has the best perémce. Those DMUs with DFD less than
0 are poor performers and among them the extrergetsaare those DMUs with DF D equal
to -1. A DMU with DFD equal to -1 implies it is MBSinefficient and has the worst
performance. Generally speaking, the larger theievadf DFD, the more efficient the
corresponding unit will be.

More detailed explanation is required for DFD. Tinidex considers the ratio BDAMPSS —
FDMPSS to FDAMPSS + FDMPSS. As we have explained, by comparing to 0, theeddfifice

of the two distances reveals whether the performariche evaluated DMU is good or bad.
However, the question of wheth€DAMPSS — FDMPSS is sufficient for measuring the
efficiency of a DMU may be asked. Suppose thatettage two units with the same positive
values of FDAMPSS — FDMPSS . This implies that the two units almost have Hame
distance to the average performers. However, thaiformances might be different due to
their different locations, which can be reflectgdtibe sum of FDAMPSS and FDMPSS. It is
clear that the DMU with a lower sum is closer te MPSS efficient frontier and it is likely
to be more efficient than the other. Therefore, sben of FDAMPSS and FDMPSS also
needs to be taken into consideration when measarimgt's efficiency. By considering the
difference of FDMPSS and FDAMPSS as well as thamn,sthe ratio of DFD can accurately
assess the relative efficiency of the evaluatet uni

There is a special case which can be revealeddsxIb. Note that it is possible for a DMU
to have both its FDAMPSS and FDMPSS be equal todQtlaus it is not only MPSS efficient
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but also MPSS inefficient. Since for such a DMU distances to both frontiers are equal
(though equal to 0), it can be regarded to havavanage perfor- mance and thus its value of
DFD is 0.

Index 6 is similar to Index 5 and the only diffecenbetween them is that the closest
distance is adopted in DCD while DFD uses the &stildistance. The range of the value of
DC D is also[—1,1]. If DCD is equal to 1 then the corresponding isiVIPSS efficient. If
DCD is -1 then this unit is MPSS inefficient. Thd3®Us with DCD less than 0 have poor
performances while those with DCD greater thanv@lgood performances.

Compared to DFD and DCD, the last two indices oDR&nd RCD also combine the
distance to AMPSS and the distance to MPSS butatiiee of the two distances are adopted.
The range of the value of RFD[&, +«] and this value is compared to 1.

If it is equal to 1, the two distances are equal #re evaluated DMU is in an average
situation. This case is the same as thab®d = 0. In the case oRFD < 1, FDMPSS is
smaller than FDAMPSS and so the evaluated unitahgeod performance. Conversely, it
has a poor performance for the cas®&BD > 1. All MPSS efficient DMUs have the same
form of RFD as 0, while all MPSS inefficient onesvk the form ofo . A DMU which is

not only MPSS efficient but also MPSS inefficiemishan average performance and thus its
value of RCD is 1. Overall, the smaller the value RFD, the more efficient the
corresponding DMU will be. The index of RCD is aquisimilar to RF D, in which the
closest distances are utilized instead of the éstttistances adopted in RFD.

Although there are eight efficiency indices suggeésh total, it should be stated that we do
not aim to tell which index performs better thaheys and should be used in applications. In
fact, as mentioned in the motivation and justifimatfor these indices, the choice of index
depends on one’s requirements. In addition, witfieint indices employed various
efficiency results are obtained for all units. Bhsa these results each unit can be evaluated
from different aspects, from which all units cammgwehensively understand their efficiency
and better position themselves so as to meet thiéeolyes from their competitors.

Both the indices DCD and RCD are constructed by GibE CDI. However, they are
different at least in the following aspects. Fistheir ranges are differeridCD € [—1,1]
while RCD € [0, +]. Secondly, DCD is compared to 0 while RCD is coragato 1.
Thirdly, DCD and RCD differ in their focus: DCD i®more concerned about the relative
difference of the closest distances while RCD pagse attention to the ratio of the closest
distances. However, DCD and RCD are related to etudr.

All eight efficiency indices are employed to evaki&fficiency of DMUs and thus eight
ranking methods are obtained according to theseasdwhich are given by Table 3. It
should be noted that for each efficiency index s@hUs are always found to have the
same score and thus their rankings are identicahencorresponding ranking results. In
order to break the tie some other indices can kd as a supplement to the corresponding
index to rank DMUs. The last column of Table 3 gieepossible way to break the tie.

Table 3. Ranking DMUs according to the efficielmgices in Table 2

Ranking method Index An alternative to break the tie
R1 FDMPSS FDAMPSS
R2 FDAMPSS FDMPSS
R3 CDMPSS CDAMPSS
R4 CDAMPSS CDMPSS

R5 DFD FDMPSS&FDAMPSS
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Table 3. Continued

R6 DCD CDMPSS& CDAMPSS
R7 RFD FDMPSS&FDAMPSS
R8 RCD CDMPSS&CDAMPSS

5. Conclusions

In this paper, after identifying MPSS efficient fiteer and MPSS inefficient frontier some
models are introduced to calculate the distanceésda®m DMU and frontiers. The optimal
solutions of these models can be used as benchigapoints. Subsequently, some
efficiency indices are proposed for efficiency meament based on these distances, and
these indices can be employed to rank DMUs. Siheedistance to the MPSS efficient
frontier and the MPSS inefficient frontier are atlmpfor DMU efficiency measurement,
each DMU's potential opportunities and crises axealed. As both the closest distance and
farthest distance is used to measure a DMU’s distao frontiers, different valuable
benchmarking information can be obtained. Withet#ht distances employed in efficiency
indices, each DMU is evaluated from different pergfwes and some new insights about
their efficiency have been revealed. Furthermorgh wne index supplemented by some
other index (indices), it has been shown that MU3 can be fully ranked by our proposed
efficiency indices.
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