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1. Introduction

In a flexible manufacturing system (FMS), some iHuihctional machines are linked
together through material-handling system and tlmelev system controlled by a central
computer. In this system, part types are moved Utpnaated guided vehicles (AGVs).
Flexibility of these systems proposes different hmage-tool combinations for performing
each operation that results several routes for pachtype between machines. Each routes
has a specific completion time and production dosthese systems, many tools can be fixed
in machines that each machine has the specificstoohge and part types move around the
machines till performing all its operations by figées machine-tool combinations. In order
words, for each operation may be existed more tmenfeasible machine-tool combination,
each with its machining cost and time dependinth&tool and the machine that used for
each partial assignment. On the other hand, depgrmat the layout of machines in the FMS
and the route that AGVs travel for moving part pne material handling cost is different
for each complete assignment of operations.

In these systems, finding feasible machine-toollmioations for a complete assignment of
operations that must be performed in the planniogzbn with respect to minimizing the
machining cost, material handling cost and setugi @8 a multi-objective problem is very
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significant. In the real-world problems, decisioase usually based on more than one
criterion that conflict with each other. In singibjective optimization problems, the feasible
set of solutions is totally ordered according te tibjective function. In contrast, in the multi-
objective problems (MOPs), we face with a set dfroal solutions, which are quite difficult
to order. In these problems, a vector whose compsnepresent the trade-off in the decision
search space will be produced. Then the decisiokemianplicitly chooses an acceptable
solution by selecting one of these vectors. Inrthdti-objective concept, a solution is Pareto
frontier if there is no feasible vector that wikadease some objectives without causing a
simultaneous increase in at least one objective (minimization problem). Multi-objective
optimization is characterized by the fact that salveobjectives should be optimized
simultaneously. Since, these objectives are usuallgontrast, there is no solution that
optimizes all the objectives together. In multi@dijve optimization, a solution is called a
non-dominated solution when there are no otherbeatblutions with regard to all of the
objectives. Suppose a multi-objective optimizatiproblem with k objectives to be
minimized, then we have:

Minimize F(X) = {F1(X),....R (X)} (1)

SolutionX is called a non-dominated solution if there is aluson like X that:
vk R(X)< Rd(X) and3 1 R(X)<F(X) 2)

The set of non-dominated solutions make an optiaatto front.

A 0-1 integer goal programming model for assignmeihbperations to machine-tool
combination in an FMS environment is developed bai€and Swarnkar [1]. They coded the
developed model by an ant colony optimization (AC&pproach. Buyurgan et al [2]
presented a heuristic approach for tool selectioran FMS. Lee et al [3] developed an
integrated model that performs an operation sequand tool selection simultaneously and
minimizes the tool waiting time when a tool is aftseMinimizing the total flow time,
machine workload unbalance, greatest machine wadkland total cost in the flexible
manufacturing system is considered by Chen and4fioThey proposed an efficient multi-
objective genetic algorithm that employs a Paretonidance relationship to solve the
problem. Gamila and Motavalli [5] presented a 0iked-integer programming (MIP) model
for a loading problem in an FMS in order to geneiatetailed operation schedule. Swarnker
and Tiwari [6] extended and modeled a loading mobbf FMSs and using a hybrid tabu
search and simulated annealing-based heuristicadeth solve this problem in order to
minimize the system unbalance and maximize theuthput rate. Nagarjuna et al [7]
presented a heuristic method based on a multi-gteggramming approach to minimize the
workload unbalance while satisfying the technolabiconstraints, such as availability of
machining time and tool slots. Because of the Nf-haature of many combinatorial
optimization problems, many researchers have usad-heuristics to solve these kinds of
problems in the reasonable time. Also, in thesesttaated approach, there is no guarantee on
reaching to an optimal solution. One of the mogtytar meta-heuristics is an ACO approach
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that was first proposed by the Dorigo et al [8] amke that time many researchers try to
propose varieties of the original one suitable ttoeir problems. Due to the differences
between single objective optimization problems andlti-objective ones, many ACO
approaches were constructed by a number of resarfdr multi-objective problems that try
to find better Pareto front [9-18]. In this case,approach is better, which finds better Pareto
fronts. It means that a Pareto fronts dominatesfritvéts found by another one. Pareto ant
colony optimization, which was first proposed byddeer et al. [11] that applied for multi-
objective portfolio problem, is one of the multijebtive meta-heuristic approaches. In this
approach, the global pheromone updating methockrtogmed by using two different ants
that produced the best and second best solutiotieeagnd of iterations. In this approach,
there is a pheromone matrix for each objectiveoA&sach time an ant travels an edge, the
local pheromone update mechanism is applied angieeomone of that edge decreases so
that force other ants to travel other edges (deersification). When ants complete their
travels, the global pheromone updating method piegh based on the best solutions found
by the ants so that in the next iteration ants paye attention to the best solution found so
far (i.e., intensification). Mahdavi et al [19] dered the machine-tool selection and
operation allocation problem in an FMS environmdiitey used the Pareto ACO approach
mentioned earlier for this problem.

2. Problem description

In an FMS each machine is equipped with a tool magathat has a specific capacity.
Also, each tool has its tool slot that can be déife from other tools. Tools located in the
machines in the beginning of the planning horizowl @art types are move around the
machines by AGVs. The following assumption is cdaesed in our problem:

e Each tool has its tool life.

e Each tool occupies an equal number of slots ormdifft machines.

¢ Time availability of machines is limited.

e A tool cannot be duplicated in the same tool magazi

e Parts are moved between machines with AGVs.

e The processing time of each operation in a batelsssmed to be identical.

e The processing time and cost of each operation widith machine-tool
combination is not equal necessarily.

As mentioned earlier in this paper, we considermntfaehine-tool selection and operation
allocation as a multi-objective problem. Three ¢desed objectives are machining cost,
material handing cost and setup cost, in which mizing these objectives in the assignment
is significant.
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3. Multi objective grouping genetic algorithm

The Grouping Genetic Algorithms (GGA) was developmd Falkenauer [20] to solve
clustering problems. In fact, GGAs are a genetioework for grouping problems and are an
extension of the conventional Genetic Algorithmagtdd to grouping problems.

The main objective is to assignment of operatiomsniachine-tool selection. These
problems can be easily transformed to grouping Iprob. Falkenauer [20] pointed out the
weaknesses of standard GAs when applied to groypiigems and introduced the grouping
GA (GGA) to match the structure of grouping probseriihe GGA’s operators (crossover,
mutation and inversion) are group-oriented.

3.1.Encoding

There are other applications of Genetic Algorithimsolve grouping problems, but what
makes GGA a well-designed solution is the codingdusy Falkenauer [21]. Most Genetic
Algorithms (GA) dealing with grouping problems wihoose the objects assignation as the
information to store in a gene.

In GGA, the chromosomes are enhanced with a gréemest containing the group
composition. All the operators work on the grougneént of the chromosomes. This coding
has however a technical consequence, namely thatlitterent chromosomes in the same
population have different lengths. One of the peoid associated with the coding of
grouping problems, is the fact that the same swistican be coded with chromosomes that
are different. A simple method can be used to ifietitese identical solutions.

3.2.Initialization

Once the coding has been defined, the GGA musaling the population. The method
used depends on the particular problem becausdiffeeent solutions must satisfy the hard
constraints. The GGAs are meta-heuristic and h@giare used most of the time to initialize
the population. The heuristic must be adapted adyre different solutions.

3.3.Crossover

Crossover is one of the most important operatorgenetic algorithms. The GGA
crossover consists of five steps:

e Select randomly two crossing site and delimit th@ssing section in each of the
two parents.

¢ Inject the contents of the crossing section offtiet parent at the first crossing
site of the second parent. Recall that this meajesting some of the groups from
the first parent into the second one.
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¢ Eliminate all objects which occur twice from theogps that they were members
in the second parent.

e If necessary, adapt the resulting groups accordindrard constraints of the
problem and optimise the cost function.

e Apply the points 2 through 4 to the two parentshwtiteir roles reversed in order
to generate the second child.

With two parents it is possible to create two dl@tdby inserting the selected bins of the
first parent into the second one, and by doing¢herse.

3.4.Mutation

The role of a mutation operator is to insert nearahteristics into a population to enhance
the search space of the Genetic Algorithm.

According to the nature of the particular groupprgblem, creating new group(s) from
randomly selected objected is applied for the psepdGGA.

3.5.Inversion

The role of the inversion operator is to propose same solution to the GGA, but
differently. A single solution may have differermepentations, and because crossovers work
through crossing sites, the way in which a solut®rpresented influences the crossover
operator’s results. The first group appearing | ginoup element of a chromosome is likely
less probability to be chosen than the other grolips therefore important to include this
operator in our GGA.

3.6.Termination Condition

In the mentioned assignment problem, there are thiogectives minimizing the machining
cost, setup cost and material handling cost. Wherconvergence condition is satisfied, we
select the best solutions according to the Pammtses In this work, at the end of iterations,
we keep non-dominated solutions that find so fat after the pre-determined maximum
number times, if the algorithm cannot find a santiwhich dominates the previous non-
dominated solutions, the GGA algorithm is stopped.

3.7.Grouping genetic algorithm

Figure 1 shows the main steps of the proposed Gi&é FMS problem.

4. Numerical example

The proposed GGA has been coded in C#.Net and &dan a Pentium processor
running at 2.5 GHz and 2 GB of RAM. To illustrakte tapplication of the proposed approach,
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we solve the problem of machine-tool selection apdration allocation by considering the
tool life and tool size of each tool and magaziapacity of each machine. In this section, we
represent the result of solving a randomly gendrateblem that has two multi-functional

machines and three tools. Details of the part tyg@&$ machining costs and times, multi-
functional machines and tools are shown in Table2 &nd 3, respectively. The material
handling cost between machines is given in Table 4.
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Figure. 1. The proposed GGA
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Table 1. Machining costs and times associated aiffarent machine-tool combinations

Part Batch Operation Tool Machining time Machining cost
types size option Machinel Machine 2 Machinel Machine 2
1 30 1 1 2 3 12 28
2 8 2 43 32
2 1 5 9 23 43
2 6 6 56 23
2 35 1 1 7 1 12 12
2 9 7 11 22
2 1 3 4 23 10
2 2 8 12 11

Table 2. Details of machines

Machine Set-up cost Available machine time Magazieacity
1 300 480 4
2 200 480 3

Table 3. Details of tools

Tool Tool life Tool size
1 460 1
2 460 1

Table 4. Material handling cost between machines

Machine 1 2
1 1 5
2 5 1

The results of a run of the proposed GGA with sreiak of population for the mentioned
problem are represented in Table 5. In this tatdgails of machine-tool selection for each
operation are shown.

Table 5. Solutions of solving the problem by thegmsed GGA

Objectives
Non- Material
dominated pom(part-operation-machine-tool) Machining haa:wdling Set-up
solution cost cost

cost

1 1122,1122,2122,2222 3212 65 200
2 1121,1221,2122,2222 1987 65 200
3 1112.1212,2122,2222 2673 325 500
4 1121,1212,2121,2222 2344 325 500
5 1112,1222,2122,2212 2334 325 500
6 1111,1211,2111,2211 1999 65 300

* Non-dominated solution



67 Solving FMS Assignment Problem with Grouping Gengljorithm
5. Conclusion

In this paper, a machine-tool selection and opamatllocation problem in an FMS
environment as a multi-objective problem is congde The machining cost, material
handling cost and setup cost are three signifiohjectives that to be minimized. The multi-
objective problem is solved by the GGA proposedhis paper. This paper considers the
precedence relationship between operations andcosstraints, such as tool life, tool size,
and machine available, magazine capacity of eaahima as hard constraint. The proposed
algorithm can produces a set of non-dominated isolsitfor the decision maker in a single
run of the algorithm, and the decision maker calectea better option for producing
operations with considering the limitations andsérg equipment.

References

[1] Chan, F.T.S. and Swarnkar, R. (2006), Ant cglaptimization approach to a goal
programming model for a machine-tool selection apdration allocation problem in
an FMS,Robotics and Computer-Integrated Manufacturivgl. 22, pp. 353-362.

[2] Buyurgan, N., Saygin, C. and Kilic, S.E. (2004)ool allocation in flexible
manufacturing systems with tool alternativé®pbotics and Computer-Integrated
Manufacturing Vol. 20, pp. 341-379.

[3] Lee, C.S., Kim, S.S. and Choi, J.S. (2003), @pen sequence and tool selection in
flexible manufacturing system under dynamic totadtion, Computer & Industrial
Engineering VVol. 45, pp. 61-73.

[4] Chen, J. and Ho, S. (2005), A novel approactpiteduction planning of flexible
manufacturing systems using an efficient multi-abje genetic algorithm,
International Journal of Machine Tools & Manufactuiol. 45, pp. 949-957.

[5] Gamila, M.A. and Motavalli, S. (2003), A modayj technique for loading and
scheduling problems in FM&obotics and Computer-Integrated Manufacturivgl.
19, pp. 45-54.

[6] Swarnker, R. and Tiwari, M.K. (2004), Modelimgachine loading problem of FMSs
and its solution methodology using a hybrid tabarcle and simulated annealing-
based heuristic approadRpbotics and Computer-Integrated Manufacturikgl. 20,
pp. 199-209.

[7] Nagarjuna, N., Mahesh, O. and Rajagopal, KO@0A heuristic based on multi-stage
programming approach for machine-loading problemairilexible manufacturing
systemRobotics and Computer-Integrated Manufacturivgl. 22, pp. 342-352.

[8] Dorigo, M., Maniezzo, V. and Colorni, A. (1996)lhe ant system Optimization by a
colony of cooperating agent&EE Transactions on Systems, Man, and Cybernetics
Vol. 26, pp. 26-41.

[9] Baran, B. and Schaerer, M. (2003), A multiolije ant colony system for vehicle
routing problem with time windowsiwenty first IASTED International Conference
on Applied Informatics, Insbruck, Austria, Februawol. 10, pp. 97-102.

[10] Baykasoglu, A., Dereli, T. and Sabuncu, .20 A multiple objective ant colony
optimization approach to assembly line balancingbf@ms, 35th International
Conference on Computers and Industrial Enginee(@te35), Istanbul, Turkeypp.
263-268.



68 M.H.M.A. Jahromi et al.

[11] Doerner, K., Gutjahr, W.J., Hartl, R.F., StsauC. and Stummer, C. (2004), Pareto
ant colony optimization: A metaheuristic approach rhulti objective portfolio
selection Annals of Operations Researdhol. 131, pp. 79-99.

[12] Gambardella, L., Taillard, E. and Agazzi, G999), MACS-VRPTW: A multiple ant
colony system for vehicle routing problems with ¢imvindows New Ideas in
Optimization McGraw-Hill, pp. 73-76.

[13] Gravel, M., Price, W.L. and Gagne, C. (20035heduling continuous casting of
aluminum using a multiple objective ant colony apiation metaheuristi&Guropean
Journal of Operational ResearcWol. 143, pp. 218-229.

[14] Guntsch, M. and Middendorf, M. (2003), Solvingulti-objective permutation
problems with population based ACOProc. Evolutionary Multi-Criteria
Optimization(EMO’03), Faro, Portugalpp. 464-478.

[15] Iredi, S., Merkle, D. and Middendorf, M. (200 Bi-criterion optimization with multi
colony ant algorithmsProc. First International Conference on Evolutioga¥ulti-
criterion Optimization (EMO’01), Lecture Notes im@puter Sciencgp. 359-372.

[16] Mariano, C.E. and Morales, E. (1999), MOAQ: Amt-Q algorithm for multiple
objective optimization problems, in: W. BanzhafPaida, A.E. Eiben, M.H. Garzon,
V. Hnavar, M. Jakiela, R.E. Smith (EdsBroc. of the Genetic and Evolutionary
Computing Conference (GECCO 99), San Franciscoif@ala, USA, July pp. 894-
901.

[17] McMullen, P.R. (2001), An ant colony optimizat approach to addressing a JIT
sequencing problem with multiple objectivéstificial Intelligence in Engineering
Vol. 15, pp. 309-317.

[18] Tkindt, V., Monmarche, N., Tercinet, F. andugh D. (2002), An ant colony
optimization algorithm to solve a 2-machine bienih flow shop scheduling problem,
European Journal of Operational Resear®fol. 142, pp. 250-257.

[19] Mahdavi, |., Jazayeri, A., Jahromi, M., Jaf&. and Iranmanesh, H. (2008), P-ACO
Approach to assignment Problem in FM®#rld Academy of Science, Engineering
and Technologyvol. 42, pp. 196-203.

[20] Falkenauer, E. (1998), Genetic algorithm anduping problemsJohn Wiley and
Sons Inc., Chichester, First Edition.

[21] Falkenauer, E. and Delchamber, A. (1992), Appd evolutionary algorithm to real
word problemsSpringer Verlagpp. 111-134.



